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Foreword to the English Edition
The development of multiple global navigation satellite systems (GNSS) has greatly propelled the advancement of the information society, with its spatiotemporal services deeply integrated into all aspects of human life, ushering in a new era of human beings’ efficient and precise utilization of time and space information. The BeiDou system, a global navigation satellite system (GNSS), independently developed by China, has undergone nearly 30 years of development, experiencing a journey from inception to strength, and achieving globally recognized accomplishments. It has become one of the country’s strategic spatial infrastructure foundations. It plays an extremely important role in the fields of intelligent transportation, unmanned driving, smart city, and disaster monitoring. With the continuous improvement of BeiDou industry chain, fostering new application fields and deepening integration with other disciplines will further enrich the application system of BeiDou and flourish the application ecology of BeiDou.
Navigation and remote sensing are two means of acquiring spatial information; the former addresses the issue of continuous time and space positioning, while the latter solves measurement problems of physical properties in space. Remote sensing technology inverts physical parameters of targets using electromagnetic signals radiated, refracted, or scattered by them,making the naturally emitted electromagnetic signals from navigation satellites inherent remote sensing resources. GNSS Reflectometry (GNSS-R) is a typical representative of the application of Reflected GNSS Signals, becoming a global research hotspot in the last 30 years. Based on the constellation characteristics of the Global Navigation Satellite System and the bistatic or multi-static configuration features of separate transceivers, GNSS-R technology, with its advantages of multiple radiation sources and low power consumption of equipment, has been applied in oceanography, meteorology, and agricultural remote sensing, and has achieved good results, such as sea wind and wave and soil moisture monitoring.
Professor Yang Dongkai of Beihang University has been researching the theoretical methods of Reflected GNSS Signal application since 2003. Leading his team in the research on physical mechanisms, mathematical model construction, receiver software and hardware development, field experiment verification, and application promotion, they have accomplished significant work. With the support of the National Science and Technology Academic Works Publication Fund, he published a book titled GNSS Reflection Signal Processing: The Fundamentals and Applications in 2012, the first monograph systematically discussing the GNSS-R signal processing and application in China, and played an important role in promoting the development of this technology. After more than a decade of development, the team continues to delve deeply in the field of GNSS-R technology,achieving a series of new results in signal processing methods, receiver design, and inversion applications. This book is a summary and compendium of their work over the past decades. The second edition of Reflected GNSS Signal Processing: Fundamentals and Applications of GNSS-Reflectometry not only reorganizes the content of the first edition but also includes the team’s recent research achievements, expanding into new content to provide readers with a more comprehensive and systematic understanding of GNSS-R technology. The technologies and results covered in the book are of great significance to promote the remote sensing application of GNSS and to prosper the application ecology of China’s BeiDou system.
I have known Prof. Yang Dongkai for many years, and I am fully aware of the hardships of persistent research in one field day after day for a decade. I am writing this Preface for his book and sincerely congratulate the publication of this book. I believe the publication will provide a systematic reference for teachers, students, and researchers engaged in GNSS and remote sensing technology, as well as their interdisciplinary integration. It is also hoped that more readers will come to understand, love, and engage in GNSS-R technology research through reading this book, collectively promoting the flourishing development of China’s BeiDou Navigation Satellite System (BDS).

Yuanxi Yang
December 2022
Foreword to the Chinese Edition
The Global Navigation Satellite System (GNSS) has evolved over more than 40 years, increasingly playing a vital role in the economic and social aspects of nations, and in people’s daily lives, gradually becoming an important component of the national spatial information infrastructure. With the accelerated construction of China’s Beidou system, the implementation of the EU Galileo program, and the advancement of the US GPS and Russian GLONASS, the applications of GNSS are progressively permeating the lives of people. It can be said that the applications of GNSS have far exceeded people's initial imagination.
Among the various GNSS application fields, GNSS-R is a branch that has been developed since the early 1990s. It involves using reflected navigation satellite signals to invert the physical properties and parameters of reflective surfaces, a typical inverse problem. The United States and the European Union are taking the lead in the development of this field, having installed GNSS-R receivers on low Earth orbit satellites, and acquired a vast amount of observational data on sea surface wind field, soil moisture, sea ice, through airborne and land experiments to develop corresponding inversion models. The reflection mechanism of navigation satellite signals, mathematical models of signal energy, phase, and frequency variations with changes in physical characteristics of the reflective surface, the algorithm of reflective signal reception processing, and various parameters retrieval models, have become significant scientific issues in the field of GNSS-R. These issues, as research hotspots, have also attracted wide attention from domestic and foreign scholars.
Professor Yang Dongkai, under the guidance of the nationally prominent Prof. Zhang Qishan, a national outstanding expert, has conducted a large amount of in-depth and detailed research work in GNSS-R-related fields in recent years. They have undertaken the National 863 Program “Public Platform for Reflected GNSS Signal Reception Processing,” and championed and participated in the application demonstration of BeiDou system for sea breeze and sea wave detection. Through continuous research, a series of innovative research achievement have been made in areas of refined tracking of reflected signals, power waveform generation, and related reception processing.
The book  Processing: Fundamentals and Applications authored by the two professors, based on a summary of their research achievements over the years and referring to the latest research progress in related fields at home and abroad. It comprehensively, systematically, and thoroughly elaborates on the theories and methods of GNSS-R, covering the electromagnetic wave theory of Reflected GNSS Signals, the reflected signal reception processing methods, ocean wind field detection, effective wave height measurement, and soil moisture measurement. It has preliminarily formed a theoretical and methodological system for Reflected GNSS Signal reception processing, representing an important contribution made by Chinese scholars in the field of GNSS-R research. The technical methods and research results introduced in the book also hold significant engineering reference value for promoting the application of BeiDou in China.
I sincerely congratulate the publication of this book Reflected GNSS Signal and the achievements of its authors, believing that the publication of this book will play an important role in the development of China’s satellite navigation endeavor.

Jingnan Liu
October 2011
Preface to the English Edition
A great era creates great endeavors.


It is the year 2020 when China’s BeiDou 3 was fully operational, providing satellite navigation services to the whole world. Our team, Supported by the National Science and Technology Academic Works Publication Fund, published "GNSS-Reflectometry Ocean Remote Sensing: Methods and Applications," which gained wide attention from the society and provided a reference for expanding the innovative applications of BeiDou. This book was written on the basis of extending the achievements of “GNSS Reflective Signal Processing: Fundamentals and Applications,” the drafting of which can be traced back to around 2008, and which was published in 2012 when BeiDou officially began serving the Asia-Pacific region. A decade has passed since then, and the hardware and software designs, the signal processing methods, and the applications have all evolved to varying degrees. Most of the signal processing methods have matured and are gradually starting to be commercialized. Some innovative applications, such as imaging and target detection, have moved from conceptual demonstrations to preliminary recognition, with significant progress in algorithms, models, and even data-processing results.
Considering the above, the authors contacted Publishing House of Electronic Industry to plan a second edition of “Fundamentals and Applications” to update the current understanding of GNSS reflection signal processing and applications. The new version reflects the latest domestic and international research frontiers, and expanded the breadth and depth of the application of BeiDou in agriculture, meteorology, oceanography, water conservancy, disaster and environmental monitoring. This idea was soon supported by the Editor Zhang Laisheng, leading to today’s second edition.
With the continuous advancement of the BeiDou satellite navigation system, the advantages of its constellation and signal characteristics are also becoming increasingly apparent, showing a notable performance in its use for remote sensing detection. Following the research direction of many years ago, the authors' team has taken BeiDou as a key area of expansion, and compared with the 2012 edition, the following aspects have been reorganized and supplemented.
First, the description of navigation satellite signals has shifted from the commonly used system-based arrangement to one starting from signal systems, focusing on the essential characteristics of spread-spectrum ranging codes, with new signal systems like Binary Offset Carrier (BOC) appearing as extensions. Signals from major navigation systems including GPS, GLONASS, GALILEO, and BDS are all implementations of the universal signal system.
Second, with the rapid development of integrated circuits, the software and hardware design of GNSS reflection signal receivers has also changed dramatically. The book elucidates in detail the new generation of receiver designs and results from the research team, providing a foundation for industry applications and promotion.
Third, soil moisture application, which was only introduced as a test in the first edition, is discussed in depth in an entire chapter in this version, analyzing and exploring soil moisture retrieval applications based on single- and dual-antenna modes and different observations.
Fourth, the section on imaging in the first edition has been expanded into a chapter, and the research results of GNSS reflection signal imaging conducted by the group are summarized, including geometric configuration, signal model, processing algorithms, and experimental demonstration.
Finally, some new applications, such as aerial target detection, inland water body detection, and river boundary parameter measurement, are given from different perspectives, such as mathematical model, system configuration, algorithm implementation, simulation demonstration, and experimental validation.
It can be said that the content of this edition, in comparison with the previous one, is more comprehensive in coverage, more thorough in analysis and more novel in design, fully reflecting the latest research results of the current author’s team, and hopefully giving a refreshing experience.
This book was published with the help of several graduate students in the research team. Xing Jin, Han Mutian, Wu Shiyu, Zhang Guodong Miao Duo, Yang Pengyu, Kuang Keyuan, Zhen Jiahuan, and Tan Chuanrui all contributed much valuable time and energy in literature review, text organization, and figure preparation. The first edition of this book was strongly supported by Prof. Liu Jingnan, an academician of the Chinese Academy of Engineering, who wrote the Preface, and this edition is fortunate to have been supported by Yang Yuanxi, an academician of the Chinese Academy of Sciences, who was invited to write the preface of this book, for which we would like to express our heartfelt thanks. Teacher Zhu Yunlong of the BUAA PNaRL laboratory focused on organizing the content of Chap. 2, and Postdoctoral Fellow Hong Xuebao organized and edited the content of Chap. 7, for which thanks are also extended.
Despite our best efforts, there is still great room for improvement from a scientific perspective, and we sincerely welcome criticism and corrections from our peers. We will work together to promote the innovative application of the BeiDou system, and expand the application range and depth of Reflected GNSS Signals.

Dongkai Yang
Feng Wang
Beijing, China
December 2022
Preface to the Chinese Edition
The use of reflected signals from Global Navigation Satellite Systems (GNSS) for inversion is one of the current research hotspots in the GNSS domain. Since the discovery of this phenomenon by overseas scholars in 1993, researchers from NASA and the National Weather Service, the European Space Agency, and the Satellite Meteorological Center, as well as scholars from Australia, Japan, and China have been carrying out research on the Reflected GNSS Signals at various levels. Its application fields involve the inversion of marine meteorological parameters (e.g., sea waves, sea winds, sea surface salinity, and sea ice), soil moisture, forest coverage, mobile target detection, and Earth surface imaging. The research in this field has mostly focused on the development of processing equipment, signal processing algorithms, and physical inversion models. The United States and Europe are at the forefront of this field, having equipped terrestrial, aerial, and satellite platforms with GPS reflective signal receivers, conducted a large number of data collection and processing experiments, and preliminarily obtained effective sea surface wind field inversion models.
Research on GNSS-R remote sensing and detection technology in China is still in its initial stage. The first paper was published at the “High Technology Forum on Ocean Monitoring” in 2002, followed by a publication in the March 2003 special issue of “High Technology Letters.” Subsequently, under the support of the National 863 Program (2002AA639190), the author led the research team to independently develop a 12-channel airborne serial delay mapping receiver system for the first time in China, and successfully completed an airborne test in August 2004. In 2006 and 2007, under the continuous support of the National 863 Program (2006AA09Z137 and 2007AA127340), respectively, the research team conducted coastal ground experiments and air flight tests in the Yellow Sea, Bohai Sea, South China Sea, etc., and obtained a large amount of original data obtaining a large amount. In 2008, supported by the National Natural Science Foundation of China (60742002), the research team carried out the theoretical analysis of the moving target detection based on the GNSS reflection signals and the preliminary data acquisition experiments. Targeting application areas such as ocean wind measurement, sea surface height measurement, target detection, and soil moisture, the research team published a series of academic papers and applied for and were granted several national invention patents. Currently, the GPS reflection signal receivers are conducting real-time observation at ocean meteorological observation stations under the China Meteorological Administration’s, with data processing underway and preliminary operational data analysis results having been obtained.
The Chinese Academy of Sciences, the General Staff Hydrology and Meteorology Bureau as well as several domestic universities in China have also carried out in-depth follow-up research in this field, completing the actual data acquisition and analysis processing experiments, and achieving some academic results that are instructive for further research. Supported by the National Science and Technology Academic Woks Publication Fund, this book summarizes the research achievements of the National 863 Program and the National Natural Science Foundation projects undertaken by the authors. Starting from the current status of GNSS, it analyzes the characteristics of reflected GNSS signal and the basic methods of reception processing, and discusses the design of reflected signal receiver from the perspectives of hardware and software in details. The application model of GNSS reflective signal and the actual test results obtained by the research group are comprehensively summarized and discussed in two application fields: sea surface wind measurement and sea surface altimetry, and the preliminary exploration of soil moisture measurement, moving target detection and surface imaging is also carried out.
This book is based on the achievements in Reflected GNSS Signal reception processing technology and application research obtained by the authors in recent years,and aims to reflect the latest achievements domestically and internationally. It is hoped that through this book, readers will gain a comprehensive and systematic understanding of the current research status in this field. The book was primarily written by Dr. Yang Dongkai, a professor at Beihang University, with Prof. Zhang Qishan reviewing the entire book. Dr. Bo Zhang, doctoral students Li Weiqiang, Li Mingli, Lu Yong, Zhang Yijiang, Yao Yanxin, and Guo Jia, as well as master’s degree students Wu Hongjia and Tang Yangyang participated in some simulation analyses and text editing work. The publication of this book was strongly supported by the Electronic Industry Publishing House, and Editor Zhang Laisheng contributed significant hard work, for which I express my sincere thanks and respect. The publication of this book has also been supported by Prof. Zhang Yanzhong, an academician at Beihang University, Li Shujian, a senior engineer, Cao Chong, researcher of China Electronics Technology Group, Zhang Mengyang, researcher of Aerospace Science and Technology Group
Li Ziwei, researcher of the Institute of Remote Sensing Technology and Application of the Chinese Academy of Sciences, Prof. Wang Hongxing of Naval Aviation Engineering Institute, Prof. Zhang Shufang of Dalian Maritime University, Prof. Li Xiaomin of Shijiazhuang College of Ordnance Engineering, and Li Huang, deputy director of the China Meteorological Administration, and Prof. Xia Qing and Cao Yunchang, researcher, expressing my gratitude to them as well. Professor Liu Jingnan, an academician of the Chinese Academy of Engineering and former president of Wuhan University, has written a preface for this book in his busy schedule, for which I extend my heartfelt thanks.
Due to the limited level of the author, there are inevitably errors or inadequacies in this book. I welcome criticism and corrections from my colleagues.

Dongkai Yang
Feng Wang
Beijing, China
October 2011
Introduction
This book presents the fundamental methods and applications of Reflected GNSS Signal reception processing. On the basis of systematic analysis of GNSS signals, it delves the typical characteristics of signals after reflection, discussing the software and hardware design of Reflected GNSS Signal receivers from different perspectives, including RF reception, IF processing, and extraction of observations. It offers a comprehensive introduction and exploration of ocean remote sensing, land remote sensing, and several new applications (such as airborne moving target detection, river boundary monitoring, and surface water body identification). The content covers a variety of different configuration modes such as shore-based, ground-based, airborne and satellite-based, and also includes two signal processing methods: single-antenna interferometry and dual-antenna cooperative method. The data used in the theoretical modeling and algorithm performance simulation validation are both from experiments conducted by the authors’ research team and from experiments carried out with partners, as well as results processed from publicly available datasets domestically and internationally.
This book is suitable for faculty and students in the fields related to satellite navigation (such as electronic communication, radar remote sensing, aerospace, and computer), Earth observation, and can also serve as a reference book for engineers and scientific management personnel engaged in application research in the fields of oceanography, meteorology, agriculture, water conservancy, and environment studies.
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1.1 Overview of Satellite Navigation Systems
Since the development of the Navy Navigation Satellite System (NNSS) in 1958 by the United States Navy and Johns Hopkins University cooperated to provide global positioning navigation for Polaris nuclear-powered submarines, research and development of satellite navigation systems have undergone more than half a century of evolution. Currently, satellite navigation is still the most significant and valuable field of research among various navigation methods. As human society progresses and science and technology advance, its value will be increasingly evident. Corresponding to the Global Positioning System (GPS) of the United States, the Soviet Union established the GLONASS (Global Orbiting Navigational Satellite System) system and Galileo, a civil satellite navigation system, was constructed by the European Union. In October and December 2000 and May 2003, China launched three geosynchronous orbit satellites for the self-developed “Beidou-1” positioning navigation system, marking a new chapter in China’s research in the field of satellite navigation. After nearly 20 years of development, China completed the BeiDou Navigation Satellite System (BDS) in July 2020, offering global users positioning, velocity, timing and short message services to global users.
1.1.1 Beidou-3 Satellite Navigation System
The BeiDou-3 Satellite Navigation System is China’s independently developed global satellite navigation system, utilizing the CGCS2000 coordinate system and BeiDou system time. It has a total of 30 satellites in Geosynchronous Earth Orbit (GEO), Medium Earth Orbit (MEO) and Inclined Earth Orbit (IGSO). Among these, the MEO orbit includes 24 satellites with an orbital altitude of 21,528 km, distributed across three orbital planes with an inclination of 55°, evenly spaced 120° apart. There are three satellites in GEO orbit with an orbital altitude of 35,786 km, positioned at 80°E, 110.5°E, and 140°E, respectively. The three IGSO satellites are placed in orbital planes with an inclinations of 55° and an altitude of 35,786 km. The specific constellation structure of BeiDou system is shown in Fig. 1.1.[image: A digital illustration of Earth surrounded by multiple satellites in orbit, depicted with curved lines representing their paths. The background is a gradient of blue, emphasizing the space environment. The image conveys the concept of satellite networks and global positioning systems.]
Fig. 1.1BeiDou navigation system constellation




1.1.2 GPS
From an academic perspective, GPS is defined as a system capable of providing global positioning services. Since the United States was the first to build and utilize this term, “GPS” has been recognized as a designation for the specific global satellite navigation system constructed and maintained by the United States.
In the 1950s and 1960s, the United States began to develop satellite-based positioning and navigation system. Due to limitations of aerospace technology development at the time, its service capability and performance could not meet the needs of global users. To coordinate the navigation requirements of various departments and to research and develop a new generation of satellite navigation systems, the U.S. Department of Defense set up a special Joint Program Office (JPO) in 1973. After a comprehensive analysis of satellite navigation technologies and concepts available at the time, a new satellite navigation system was proposed: Navigation System Timing and Ranging/Global Positioning System (NAVSTAR/GPS), commonly referred to as GPS (Global Positioning System). Construction of GPS started in the 1970’s. It took 20 years, costing 20 billion dollars, and was fully operational and completed in 1995 to provide services.
The GPS space segment consists of 24 satellites distributed in 6 orbital planes, with four satellites per orbital plane. The inclination of the satellite orbital plane relative to the Earth’s equatorial plane is approximately 55°, with ascending node longitudes of adjacent orbital planes separated by 60°. For satellite in adjacent orbits, the ascending node right ascension angles are spaced by 30°. The orbital planes are approximately 20,200 km above the Earth’s surface, and the satellites have an orbital period of about 11 h and 58 min. The Current GPS constellation is composed of 30 operational satellites, including 7 Block IIR, 7 Block IIR-M, 12 Block IIF, and 4 Block III and IIIF satellites serving as on-orbit spares.

1.1.3 GLONASS
The Soviet Navy started a satellite navigation system in 1965, called CICADA, which, similar to the American Transit Navigation System, based on the principle of Doppler shift measurements, marking the first-generation satellite navigation system. This system consisted of 12 satellites known as cosmic apparatuses forming its satellite constellation, with an orbital altitude of 1000 km and an orbital period of 105 min, each satellite transmitting navigation signals at frequencies of 150 MHz and 400 MHz. In the 1980s the USSR initiated the second generation of the satellite navigation system-the GLONASS, which provided three-dimensional positioning, velocity and time broadcasting services around the world. GLONASS was very similar to GPS in many respects, and its Position, Velocity, and Time(PVT) determines also performed using PRN (pseudo-random number) ranging signals. Its constellation consists of 24 satellites distributed over three equally spaced circular orbits with orbital planes inclined at 120° to each other and an orbital inclination of 64.8°, each orbit hosting eight satellites, averaging an orbital altitude of 19,100 km, and a satellite operational period of 11 h and 15 min. Unlike GPS, GLONASS adopts the FDMA (Frequency Division Multiple Access) system to distinguish between different satellites, with each satellite using the same ranging code but transmitting on a different frequency. Each satellite broadcast two carrier waves, L1 and L2, with their frequencies being fL1 = 1602 MHz + k-0.5625 MHz and fL2 = 1246 MHz + k-0.4375 MHz respectively, where k is the number of each satellite. Following multiple directives from the Government of Russia, GLONASS is in the process of comprehensive recovery and enhancement of its service capabilities and system performance. Specific measures include the development of third-generation (GLONASS-K) long-life satellites, successive launches of new navigational satellites, and the development of CDMA signals compatible with GPS.

1.1.4 Galileo System
The Galileo system, led by the European Union, is a global navigation satellite system, and it offers more comprehensive functions than those of the U.S. GPS and the Russian GLONASS. In addition to the general positioning, velocity measurement and timing public service (Open Service, OS), it also specifically provides high-performance services for life safety (Safety-of-Life Service, SOL), search and rescue (Search-and-Rescue Service, SAR), commercial users (Commercial Service, CS), and certain government users (Public Regulated Service, PRS). The Galileo satellite constellation consists of 30 satellites uniformly distributed across three medium earth orbits with each orbit plane hosting ten satellites, nine operational and one spare, with an orbital plane inclination of 56°, covering latitudes up to 75° north and south. The Galileo system was developed to address the shortcomings of GPS in global full-time availability by: (1) enhancing the availability of satellite navigation in high latitudes areas of the northern hemisphere; (2) improving the accuracy of satellite navigation services; (3) increasing the automation of logistics support; and (4) improving availability of satellite navigation in urban areas.

1.1.5 QZSS System
Quasi-Zenith Satellite System (QZSS) is characterized by high-elevation angle services and large elliptical asymmetric geosynchronous orbit in figure-of-eight pattern, which serves the communication and positioning in the central urban area of Japan and mid-latitude mountainous regions. It is a regional enhancement system for GPS, including of L1, L2, and L5 frequencies, broadcasting signals fully compatible or interoperable with GPS L1 C/A, L1C, L2C, and L5. Additionally, it features the L1-SAIF signal, specially compatible with GPS-SBAS, enabling sub-meter level enhancement with integrity function. Moreover, the Lex (1278.75 MHz) signal is used for high rate information transmission experimental verification. The system is jointly constructed by four Japanese government departments and dozens of private enterprises, and consists of three satellites positioned in orbit spaced 120° apart, with an orbital period of 23 h 56 min, an inclination of 45°, an eccentricity of 0.1, and an orbital altitude of 31,500–40,000 km.

1.1.6 Indian Regional Navigation Satellite System
On May 9, 2006, the Government of India officially approved the implementation of the major project (IRNSS, India Regional Navigational Satellite System), implemented by the Indian Space Research Organization (ISRO). The IRNSS constellation consists of seven satellites, including three GEO satellites and four IGSO satellites, with the GEO satellites being an extension of GPS-augmented geostationary orbit navigation satellites. The IRNSS system provides Standard Positioning Service and Restricted Service, utilizing frequencies in the L5 (1176.45 MHz) and S (2492.08 MHz) bands with a signal bandwidth of 1 MHz and employing BPSK modulation. The restricted service uses the same frequency bands, but with a BOC (5,2) structure.


1.2 Global Navigation Satellite System-Reflectometry or GNSS-Reflectometry Technology Overview
1.2.1 The Forward and Inverse Problems
The forward problem involves determining the spatiotemporal distribution characteristics and frequency domain relationships of fields when the electromagnetic and geometric properties of media and objects are known by studying their response to electromagnetic waves. Conversely, the inverse problem (or reverse problem) involves inferring the geometric and electrical parameter structure characteristics of the tested media and objects based on the known (detected) spatiotemporal and frequency domain distribution characteristics of the “scattered” external wave field. The term “scattering” here is encompassed a broad concept of electromagnetic responses, including transmission, reflection, refraction, and diffraction. Information extraction and processing in the inverse problem is accordingly referred to as remote sensing and inversion (or reconstruction). For actual problems, the choice of remote sensing parameters and inversion methods requires specific analysis on a case-by-case basis, offering a variety of different options. The measurement of parameters include not only the amplitude and phase of the wave field but also polarization, time delay, ray arrival angles, bending angles, and Doppler shifts. Moreover, the results of the forward problem are often utilized in inversions, setting a certain model for the inversion object for iterative repetition.

1.2.2 GNSS-R Technical Definition
Satellite positioning and navigation have been profound and impactful events in the field of space and navigation technology in the second half of the twentieth century, and representing the integration of modern space technology, radio communication technology and computer technology. The satellite positioning and navigation systems, using artificial satellites as navigation beacons, are space-based radio navigation system, capable of providing high-precision three-dimensional position, speed and precision time information for all kinds of military and civilian carriers on land, at sea, air and space all round the clock or space 24 h a day. The Global Positioning System not only provides users of spatial information with navigation and positioning and precise timing information, but also provides highly stable, long-term use of L-band microwave free signal resources. Satellite navigation systems have a large number of wide-ranging applications in surveying and mapping, seismic monitoring, geological surveys, offshore and desert oil development, fisheries, civil engineering, archaeological excavations, iceberg tracking, search and rescue, resource surveys, forest and mountain tourism, intelligent transportation, as well as in missile guidance in the military field, and in many other areas. Many of these applications go beyond the original function and design objectives of the navigation system and, in terms of scientific applications, enabling mankind to enhance its knowledge of the Earth and its environment.
GNSS-R (GNSS-Reflections; GNSS-Reflectometry; GNSS-Remote Sensing) technology is a new branch that has been gradually developed since the 1990s, and has become one of the research hotspots of research in the field of remote sensing detection and navigation technology in China and other parts of the world. Fig. 1.2 shows, while receiving direct signals from navigation satellites, a GNSS receiver also captures reflected signals from the surface. These signals, often considered harmful for positioning solutions due to multipath interference, are usually estimated and suppressed or eliminated using various methods in the receiver. Alternatively, the signals can be suppressed or eliminated directly using signal processing methods designed to reduce multipath effects without the need for accurate estimation of the multipath signals. However, from the perspective of the basic theory of electromagnetic wave propagation, the reflected signal carries the characteristic information of the reflective surface. Changes of the of the reflected signal waveform, the polarization characteristics, amplitude, phase and frequency parameters all directly reflect the physical properties of the reflective surface, or in other words, are directly related to the reflective surface. Accurate estimation and reception processing of the reflected signal can achieve estimation and inversion of the physical properties of the reflective surface. In this sense, GNSS-R represents a typical inverse problem. It uses the L-band signal from navigation satellites as the transmission source and installs reflective signal reception devices on land, aircraft, satellites, or other platforms. By receiving and processing the reflected signals from oceans, land, or moving targets, this technology can extract the characteristic elements of the measured medium or detects moving targets. Unlike radars and altimeters that use back scattering signals to detect the physical information of target objects, GNSS-R typically utilizes forward scattering to obtain the physical information of target objects, representing a typical passive bistatic (or multistatic) remote sensing technology.[image: A satellite system over Earth, illustrating communication and data transmission. Three satellites are positioned in space, each with colored lines indicating signal paths to a central satellite and down to Earth. The Earth is partially visible, with a highlighted green area showing the coverage zone. Concentric circles on the Earth's surface represent data transmission points. The image conveys satellite communication and geographical coverage.]
Fig. 1.2Schematic diagram of GNSS-R principle



As shown in Table 1.1, GNSS-R technology is capable of being applied to sea surface altimetry, sea surface wind fields, soil moisture, sea water salinity and sea ice.Table 1.1GNSS-R technology application areas

	Application areas
	Ground-base
	Airborne
	Satellite-base

	Sea height
	√
	√
	√

	Sea surface wind
	√
	√
	√

	Soil moisture
	√
	√
	√

	Sea ice
	√
	√
	√

	Snow
	√
	N/A 
	N/A 





1.2.3 GNSS-R Technology Advantages
GNSS-R technology, compared to traditional single-placement altimeters and scatterometers, has the following advantages:	1.
Abundant signal sources. Various navigation systems have a large number of in-orbit or planned signal sources. With the continuous improvement and increasing maturity of GNSS systems, the number of navigation satellites in orbit will reach more than 150 in future applications. The multitude of navigation satellites not also offers different coverage, systems, facilitating large-scale, high-spatial-resolution detection.

 

	2.
The relatively simple detection equipment is more conducive to the application of airborne and satellite platforms; GNSS-R adopts the heterogeneous observation mode, requiring no transmitter, and only a relatively low-power consumption and low-cost reception equipment. Therefore, the weight, power consumption, cost and software and hardware complexity of the observation equipment are lower than those of the scatterometers and the altimeters.

 

	3.
Minimal weather effects such as clouds and rain. The L-band signals used by GNSS-R have longer wavelength compared to the C-band or Ku-band signals used by other remote sensing means (e.g., satellite altimeters, microwave scatterometers, etc.), and are essentially affected by weather conditions like clouds and rain.

 

	4.
Wide range of applications. GNSS-R signals contain a large amount of physical information about reflective surfaces, and the physical characteristics of reflective surfaces can be obtained by processing the direct and reflected signals from GNSS-R receivers. This has a wide range of applications in the fields of ocean remote sensing, land remote sensing, as well as in the fields of agriculture, meteorology, environmental protection and disaster reduction.

 







1.3 Development of GNSS-R Technology
1.3.1 Ocean Remote Sensing
The concept of utilizing Reflected GNSS Signals for oceanic remote sensing was among the earliest applications proposed for GNSS-R technology and remains one of its most developed areas. Specifically, applications in sea surface wind field and sea level measurement are progressively moving towards operational use.
1.3.1.1 Sea Surface Wind Speed Inversion
The idea of remote sensing of sea surface wind fields using GNSS reflection signals originated from Katzberg’s report [1]. Subsequent airborne experiments in 1998 and 2000 validated the feasibility of the technology [2, 3]. Many research institutions have since conducted extensive experiments to explore the viability and methods of GNSS-R technology in ocean remote sensing applications [4]. The National Aeronautics and Space Administration (NASA), the University of Colorado, the European Space Agency (ESA), and Starlab of Spain, have also carried out numerous experiments, including airborne, satellite-borne, hot air balloon to match theoretical models with actual waveforms and obtain wind field information for comparison and analysis. In 2004, Soulat utilized a ground-based GNSS-R device for related experiments to remotely sense ocean state parameters [5]. In 2008, Wang and others conducted the first ground-based GNSS-R experiment in China’s coastal areas, effectively inverting wave height parameters and achieving consistency with onsite observations [6]. In 2009, Lu and others designed a ground-based receiver and theoretically demonstrated the feasibility of a GNSS-R wind field observation system [7]. In 2014, Li and others used data from the 2013 Shenzhen typhoon experiment (code: TIGRIS) to invert the sea surface wind speed during Typhoons “Haiyan” and “Utor,” with a Root Mean Square Error (RMSE) of less than 2.4 m/s [8]. In 2015, Martin proposed the concept of effective incoherent accumulation times, applied to TIGRIS typhoon data processing, showing that the proposed parameter has a linear relationship with the corresponding period [9]. In 2018, Kasantikul and others integrated neural network and particle filtering technology, reprocessing TIGRIS typhoon data with an inversion accuracy of 1.9 m/s under high wind speed conditions [10].
Recent years have seen the development of wind field inversion methods under airborne conditions [11], including waveform matching and the introduction of Delay-Doppler Maps (DDM) convolution and the extraction of DDM geometric parameters [12]. Additionally, Unmanned Aerial Vehicle (UAV) platforms, with their low cost and capability to carry a variety of payloads, are particularly suitable for GNSS-R applications, with successful trial cases already reported [13]. In 2019, Juang and others conducted airborne tests to assess the performance of a new generation of receivers [14]. Gao and others used airborne data combined with neural network technology to comprehensively invert sea surface wind speed, showing good consistency with NCEP reanalysis data [15].
Regarding satellite-based conditions, in 2002, Lowe detected GPS reflected signals from a satellite platform, marking the beginning of satellite-based GNSS-R research. Subsequent initiatives by various countries have continuously proposed GNSS-R satellite observation plans [16]. In September 2003, UK-DMC, one of the DMC constellations of the Disaster Monitoring Constellation (DMC), was launched by the United Kingdom, with a GPS receiver (SGR, space GPS receiver) developed by Surrey Satellite Science and Technology Ltd (SSTL) [17]. UK-DMC initially conducted experiments to confirm the usability of GPS reflected signals received from LEO satellites, and the results of the experiments have fully demonstrated their feasibility. In July 2014, a new generation of SGR-ReSI receivers were carried on board the TechDemoSat-1 (TDS-1) satellite launched by the UK to conduct GNSS-R LEO measurements, providing the fundamental observation DDMs for technical validation. The TDS-1 data showed that high quality DDM data could still be obtained during the processing of sea surface wind speeds up to 27.9 m/s [18]. ESA’s 3Cat-2 project plans to carry the GNSS-R payload PYCARO (P(Y) & C/A ReflectOmeter) on a CubeSat to measure sea level and other surface parameters with dual-frequency, dual-polarization Reflected GNSS Signals [19]. ESA also launched the GEROS-ISS (GNSS rEflectometry, Radio Occultation and Scatterometry onboard International Space Station) program in 2011 to conduct GNSS signal reflection, occultation and scatterometry measurements on the International Space Station, supporting global climate change research. NASA launched the Cyclone Global Navigation Satellite System (CYGNSS) constellation of eight low-orbiting small satellites in October 2016, which also carried SGR-ReSI receivers for global tropical storm and hurricane detection at ±35° latitude, improving the forecasting capability of extreme weather events [20–22]. Currently, the Wind Catcher I A and B satellites, developed by the Fifth Academy of China Aerospace Science and Technology Group (CASTG) and the East Red Satellite Limited Company (Aerospace ORSAT), were successfully launched in June 2019 over China’s Yellow Sea area, to achieve broader range and higher precision monitoring in the sea surface wind field [23].
The satellite-based GNSS-R differs from the traditional active detection methods of scatterometer remote sensing, with its bistatic radar scattering model nature its observational performance is determined not only by the design parameters of the satellite observation equipment but also by its orbital design and visible GNSS satellites. GNSS satellites, as a signal transmitting source, and the visible satellites for in-orbit observation are not fixed, leading to a significant randomness in the observation area. The detection area cannot be calculated based on continuous swath observation ranges and times, but can only be statistically analyzed globally. The CYGNSS mission has a calculated average revisit time of 7.2 hours at observation points. 
GNSS-R technology is developing rapidly in China, and the research work mainly focuses on sea surface wind field, effective wave height and tide level. Beihang University took the lead in developing a delay-mapping receiver for GPS reflection signals, successfully applied for the related patents, and, jointly with the Institute of Remote Sensing and Digital Earth Research of the Chinese Academy of Sciences (IRDRDR), carried out airborne experiments in Bohai Sea in 2004, using the experimental data to conduct research on sea surface wind speed and altimetry measurement. Subsequently, a validation test for the inversion of sea surface wind field using airborne GNSS-R was carried out in the South China Sea, and the corresponding results were summarized in the literature. Zhou Zhaoming, Fu Yang, et al. summarized the characteristics of reflected signals, scattering areas, and related power waveforms, analyzed the impact of wind speed, wind direction, and navigation satellite elevation angle on waveforms, and studied wind field inversion methods using NOAA hurricane experiment data, verifying the feasibility of GPS-R technology in the application of sea surface wind field detection.Liu Jingnan and Shao Lianjun et al.analyzed the key technology of GNSS-R from the aspects of satellite reflection signal software receiver and the establishment of sea surface parameter inversion models,pointing out further development directions of this technology. Wang Yingqiang and Yan Wei et al. proposed a two-dimensional interpolation algorithm waveform matching method for wind speed inversion, with actual data validation showing desirable inversion results.
In recent years, especially after the invention of Resnet neural network in 2013, deep learning technology has been developed rapidly. The previous research has provided new ideas for the research work of sea surface wind field, and many international scholars have started to conduct extensive research related to wind speed inversion using deep neural network in the field of GNSS-R. References [24–27] have all presented satisfactory inversion results.

1.3.1.2 Sea Surface Height Measurements
GNSS-R measures sea surface height by measuring the propagation delay of the reflected signal from the sea surface relative to the direct signal. Depending on the antenna device, GNSS-R altimetry is categorized into single-antenna and dual-antenna modes. The single antenna measures the sea surface height by utilizing the oscillation phenomena of signal-to-noise ratio, pseudorange, and carrier phase sequences output by the navigation receiver. Since this method requires that the time delay of reflected and direct signals cannot exceed one code piece length, and the direct and reflected signals need to form an obvious interference pattern, this method is only applicable to low-altitude scenarios, and has low temporal resolution. Compared with the single-antenna mode, the dual-antenna mode has a wide range of applications and is suitable for mounting on platforms at different altitudes.
In 1993, Marti-Neira, an ESA scientist, proposed the concept of “Passive Reflectometry and Interferometry System” (PARIS) to measure sea surface heights using GPS scattering signals. It was pointed out that the inversion of the physical properties of the reflecting surface could be realized by using a bistatic radar to receive the direct reflection signals separately [28]. In the following decade, the European Space Research and Technology Center (ESTEC) and the Jet Propulsion Laboratory (JPL) in the United States conducted multiple space-based experiments to study the accuracy performance of GPS reflection signals for altitude measurement at high altitudes, achieving an accuracy of 5 cm from a 20 km altitude. [29, 30]. In 2002, Lowe et al. processed data from two airborne GPS-R sea surface height measurement experiments, with the best height measurement accuracy reaching 5cm, a spatial resolution of about 5km, which can meet the high-accuracy sea surface and spatial resolution requirement for mesoscale eddy detection [31]. In 2006, Wilmhoff et al. conducted a GPS-R altimetry test on a NOAA WP-3D aircraft, collecting GPS scattering signal data in a calm sea conditions in the northeast Gulf of Mexico to investigate the performance for sea surface height measurement using GPS encrypted P(Y) code signals, with a root mean square error (RMSE) of about 20 cm. [32]. In 2016, Clarizia et al. demonstrated the feasibility of inverting sea surface heights using UK-TDS-1 data, integrating six months of TDS-1 satellite data to generate sea surface height mappings for the South Atlantic and North Pacific seas, with root mean square errors of 8.1 m and 7.4 m, respectively, larger than theoretical error values [33]. In 2018, Li et al. proposed two delay estimation methods based on leading-edge derivative and waveform fitting, verified using TDS-1 satellite data [34]. In 2019, Li further processed CYGNSS intermediate frequency data to obtain more complete time delay waveforms for GPS L1 as well as Galileo E1, achieved meter-level height measurement using three waveform retracking algorithms , corrected errors such as ionosphere, troposphere, and antenna baseline, and after data quality control, the height measurement error was reduced to 2.5–3.9 m [35]. In 2020, Mashburn et al. further analyzed the performance of satellite-borne sea surface height measurement using CYGNSS L1 DDM data, focusing on precise delay re-tracking, ionospheric delay correction, orbit error correction, proposing a delay re-tracking method based on reflection signal delay model, analyzing height measurement accuracy in coherent/non-coherent scenario [36]. Although literature [37–39] have improved GNSS-R height measurement accuracy using the cross-correlation of direct and reflected signals across the full GNSS spectrum , it is susceptible to inter-satellite interference in low-altitude scenarios [40]. The method of GNSS-R measurement accuracy has been improved by correlating direct and reflected signals from the full spectrum of GNSS. With the modernization of GNSS and the continuous improvement of the BeiDou and Galileo constellations, the signals of new high-bandwidth signals, such as GPS L5, BeiDou B3I, and Galileo E5, are gradually being used for surface parameter measurements [41, 42]. The errors in sea surface height measurement are closely related to satellite elevation and azimuth angles due to the random and time-varying GNSS-R geometric configurations brought about by satellite motion. Generally, the larger the elevation angle, the smaller the measurement error [43]. The GEO satellites of the BeiDou system are fixed relative to the Earth's surface, providing stable observation geometry for long-term stable terrestrial observations. The detection technology using electromagnetic signals emitted by geostationary satellites as an external radiation source has become one of the research hotspots [44–46]. Similar to the principle of GNSS positioning, in addition to using code phase, sea surface height measurement could also use carrier phase to obtain accuracy improvement. Literature provides corresponding system structures and signal processing methods. In terrestrial scenarios, Wu et al. [46] and Yun et al. [47] used the carrier phase of BeiDou GEO reflected signals for sea surface height measurement, with the experimental results showing height measurement accuracy reaching centimeter-level precision.
An alternative method for sea surface height measurement is to utilize the interference of direct and reflected signals, known as GNSS-IR (GNSS-Interferometric Reflectometry). This method can make full utilization of existing GNSS Continuously Operating Reference Stations (CORS) with survey-grade receivers to provide centimeter-level accuracy [48–50]. GNSS-IR can be further utilized in monitoring storm surge anomalous water gain . Reference [51] obtained storm surge information during Hurricane “Harvey” using multi-constellation GNSS data. To improve the temporal resolution, reference [52] proposed a method to artificially generate rapidly oscillating interference patterns, with simulation results showing that centimeter-level height measurement accuracy could be achieved within 5-minute intervals. Survey-grade receivers suppress ground-reflected multipath signals, especially for the signals with high altitude angle. It becomes challenging for survey-grade receivers to form an effective interference pattern when the altitude angle is greater than 30°. Standard navigation antennas and receivers have poor multipath suppression performance but can still form interference patterns in high altitude angle scenarios, and can play an important role in improving the time sampling rate of sea surface height measurements, and exhibit performance comparable to survey-grade receivers in sea surface height measurements in environments without strong interference [53, 54]. With the popularization of smartphones, applications based on smartphones are expanding rapidly. Reference [55] has preliminarily demonstrated the concept of using GNSS data from smartphones to measure the height of reflective surfaces.


1.3.2 Soil Moisture Detection
In 2000, V. Zavorotny et al. simulated the GPS signals scattered from the rough surface by using the double-base scattering model. They analyzed the feasibility of using GPS signals scattered by the ground for soil moisture observation from a theoretical perspective. In the same year, they conducted airborne observation experiments to validate their findings [56]. In 2002, Zavorotny and others conducted ground-based GPS-R soil moisture observation experiments at the NOAA Boulder Atmospheric Observatory. The results showed a significant enhancement in the reflected signal after rainfall, and the correlation between the reflected signal power and the measured soil moisture values depended on the soil’s dryness/wetness level [57]. In the same year, NASA carried out the SMEX02 space-based experiment, one of which involved using the airborne GPS reflective signal receiver to collect ground-reflected GPS signals for soil moisture remote sensing research [58]. From 2003 to 2006, Masters et al. continuously processed and analyzed the GPS reflectance signals acquired by SMEX02 and demonstrated the feasibility of remote sensing of soil surface moisture changes using GPS bistatic radar [59–61]. In 2006, Ticconi et al. focused on land surface remote sensing applications using opportunistic sources (e.g., Reflected GNSS signals), and analyzed the sensitivity of bistatic scattering coefficients of linearly polarized waves to soil moisture by using the AIEM model. Initial results indicated that the forward-scattered signals of linearly polarized waves could be used for soil moisture inversion [62]. In 2009, ESA carried out a six-month ground-based GNSS-R observation experiment, which showed that the reflectivity calculated from GPS reflection signals was sensitive to soil moisture content. It also pointed out that in some cases, although there was no significant increase in the measured soil moisture, the signal reflectivity exhibited strong fluctuations [63, 64]. In 2013, A. Camps et al. conducted ground-based observation experiments using an a set of orthogonally linearly polarized antennas to receive reflection signals, which yielded a better correlation between the cross-polarized reflectivity and the measured soil moisture values, somewhat attenuating the effects of vegetation [65]. In the same year, Egido et al. carried out an airborne observation experiment using an orthogonal a set of orthogonally circularly polarized antennas to receive the reflection signals. The results showed that the reflectivity coefficients of the two polarization states were highly sensitive to both soil moisture and surface roughness, whereas the polarization ratio was less affected by the surface roughness [66]. In 2016, Camps et al. investigated large-scale surface soil moisture sensitivity using TDS-1 satellite data. The results indicated that GNSS-R observations with low NDVI values remained sensitive to soil moisture, with a good Pearson correlation coefficient between the two. With vegetation height increased, the reflectivity and sensitivity to soil moisture and the Pearson correlation coefficient decreased, but remained significant [67, 68]. In 2017, Carreno-Luengo et al. processed and analyzed the SMAP observations data and calculated the polarization ratio of the GNSS-R signals from the satellite platform for the first time. The analysis results showed that the polarization ratio was significantly sensitive to soil moisture [69]. In addition, the sensitivity of the leading and trailing edge widths of the GNSS-R waveform to aboveground biomass and rough terrain was investigated, showing promising results. The validation of these features is instrumental in advancing land parameter inversion algorithms. In 2018, the team analyzed the sensitivity of CYGNSS GNSS-R reflectance and SMAP radiometer brightness temperature to soil moisture, and the results showed that both GNSS-R reflectivity and radiometer brightness temperature are sensitive to soil moisture, while compared to the radiometer, GNSS-R sensitivity to soil moisture was less influenced by wet biomass than the radiometer [70]. They further investigated the influence of surface roughness parameters on CYGNSS DDM features, achieving preliminary results [71]. In 2019, Eroglu et al. inverted surface soil moisture in the CYGNSS coverage using an artificial neural network approach [72], achieving a root mean square error of 0.05cm3/cm3 with a 9 km spatial resolution. In 2020, Gleason and others performed geolocation and data calibration processing on CYGNSS land  observation Level 1 data products. They also conducted a spatial resolution analysis of GNSS-R coherent reflections combined with river data [73]. In the same year, Volkan Senyurek et al. constructed a model between CYGNSS observations and SMAP soil moisture using the random forest [74], which could realize soil moisture inversion at 9 km × 9 km spatial resolution at a quasi-global scale, showing a correlation coefficient of 0.66 with reference values and a root mean square error of 0.044m3 /m3.
Research in this field is gradually increasing in China, and most of the research work focuses on ground-based observation, occasionally touching on space-based and satellite-based aspects. From 2006 to 2007, Guan Zhi, Song Dongsheng, and others discussed the use of GPS reflected signals for soil moisture inversion, and verified it using SMEX02 data. In 2008–2009, Mao Kebiao et al. used the AIEM electromagnetic scattering model to simulate and analyze the impact of the incident angle and surface roughness on the forward-scattering coefficient. They processed the GPS reflection signals collected during the SMEX02 experiment, achieving a high linear correlation between the signal-to-noise ratio (SNR) of the reflected signal and the actual soil moisture values, with an average correlation coefficient exceeding 0.85. In 2009, Wang Yingqiang et al. discussed the use of GPS reflection signals for soil moisture inversion, and verified it with the SMEX02 data [75]. In 2009, Wang et al. analyzed and verified the feasibility of GNSS-R soil moisture inversion. From 2009 to 2011, Yan Songhua et al. analyzed the process of GNSS-R soil moisture inversion and carried out a ground test for verification. In 2012, Wan Wei and others discussed errors in the processing of SMEX02 data based on different NDVI regions, with errors of 7.04% for bare soil, 12% for moderate vegetation cover, and 32% for high vegetation cover [76]. In 2014, Liu et al. used ICF to estimate surface reflectance for GNSS-R soil moisture inversion and verified it using actual data [77]. The inversion was validated using actual data. In the same year, the National Space Science Center of the Chinese Academy of Sciences (NSSC), the Institute of Remote Sensing of the Chinese Academy of Sciences (IRS), Tsinghua University, and the Atmospheric Detection Center of the China Meteorological Administration jointly carried out China’s first airborne GNSS-R soil moisture remote sensing detection experiment [24]. The results show good consistency between the remote sensing results and ground-based measurement, with an absolute deviation of 4% for bare soil volumetric soil moisture content and increased errors under vegetation cover. In 2015, Peng Xuefeng and others processed ground-based GNSS-R soil moisture retrieval experimental data by fitting the histogram of the results to a Gaussian function to separate soil moisture estimates from bare soil and vegetation reflection signals, enabling more accurate estimation of soil moisture on uniform surfaces [78]. In 2016, Zou Wenbo et al. proposed long-term continuous soil moisture retrieval method based on reflected signals from BeiDou GEO satellites, with experimental results showing good temporal and numerical continuity in the soil moisture retrieval results, matching the soil moisture reference values, and achieving a root mean square error of 5%. In the same year, Yang Lei, Wu Qiulan, and others proposed a soil moisture retrieval method based on SVRM-assisted reflected BeiDou GEO satellite signals. The data processing results showed that the soil moisture results obtained from the retrieval were within 3% of the soil moisture reference values obtained through drying-weighing methods, with a linear regression equation determination coefficient close to 0.9 and a root mean square error of about 1.5%.Yin Cong and others conducted ground-based GNSS-R soil moisture observation experiments, proposing to use L-band microwave radiometer observations to calibrate GNSS-R reflectivity. The results showed a strong negative correlation between the calibrated reflectivity and the brightness temperature data obtained from the radiometer, with the retrieved soil moisture matching the measured values well [79]. In 2017, Li Wei et al. constructed a GNSS-R soil moisture estimation system and realized a GNSS-R soil moisture estimation software based on combining existing GNSS-R soil moisture estimation methods. In 2019, Tu Jinsheng et al. analyzed the potential of TDS-1 GNSS-R DDM for soil moisture retrieval. In the same year, Jing Cheng and others used CYGNSS data to remotely sense soil moisture in the Chinese region in 2018, analyzing the reasons for abnormal soil moisture changes in Guangdong Province in conjunction with meteorological data, validating the effectiveness of using GNSS-R technology for soil moisture assessment. In 2020, Yan et al. used a linear regression method to establish a model between SMAP soil moisture and CYGNSS observation data, achieving nearly global soil moisture retrieval at a spatial resolution of 36 km x 36 km. The correlation coefficient between the retrieved results and SMAP data was 0.80, with a root mean square error of 0.07 m3/m3 [80].

1.3.3 Bi-SAR Imaging
The Microwave Integrated Systems Laboratory (MISL) at the University of Birmingham, UK, proposed the concept of SS-BSAR (Space-Surface Bistatic Synthetic Aperture Radar) system in 2002: using a ground receiver to receive surface reflection signals from navigation satellites for SAR imaging [81]. In 2005, the team completed preliminary experiments using GLONASS navigation satellites and ground-based fixed stations, obtaining bistatic SAR images [82]. The data acquisition system used in the experiment consisted of three channels: the GNSS direct wave channel for receiving direct signal from GNSS for system positioning, the Radar Channel (RC) for receiving surface Reflected GNSS Signal, and the Heterodyne Channel (HC) for receiving direct waves from designated navigation satellites. In 2007, the laboratory carried out SSBSAR validation experiments on the a ground-based sliding track[83, 84], demonstrating the feasibility of ground-based mobile platform navigation satellite radiation source bistatic SAR. From 2006 to 2008, M. Usman and others at the University of Manchester in the UK reported research results on SAR imaging technology based on GPS reflection signals [85–87], proposing a method to increase the azimuth scanning angle to expand the azimuth dimension, increase the cross-coupling of range and azimuth resolution, reduce the impact of range resolution on spatial resolution, and improve the impact of azimuth resolution on spatial resolution, and focusing the image using the back-projection (BP) algorithm. In 2009, Usman and others proposed a  point target reconstruction method based on deconvolution to address the "dragging shadow" phenomenon caused by long synthetic apertures, improving image signal-to-noise ratio, and conducting related experimental verification. The experimental target scene used corner reflectors to simulate point targets and employed the BP (Back Projection) imaging algorithm. The results showed that the positions of the corner reflectors in the image had strong reflection signals and could be focused, but due to the influence of other building echoes in the scene, the image signal-to-noise ratio was low. After deconvolution reconstruction, the image quality significantly improved. In 2009, M. Usman and others proposed a point target reconstruction method based on deconvolution to address the dragging shadow phenomenon caused by long synthetic apertures , improving image signal-to-noise ratio, and conducting related experimental verification. The experimental target scene used corner reflectors to simulate point targets and employed the BP (Back Projection) imaging algorithm. The results showed that the positions of the corner reflectors in the image had strong reflection signals and could be focused, but due to the influence of other building echoes in the scene, the image signal-to-noise ratio was low. After deconvolution reconstruction, the image quality significantly improved. In 2009, MISL conducted vehicle-mounted tests in the Kilsheel area of Loddon, UK, using the Galileo navigation system as the radiation source. In the target area of the experiment, four independent building clusters were clearly distinguishable in the obtained SAR images, consistent with the positions given by optical images of the target area. Due to the significantly increased speed of the vehicle-mounted receiver relative to the ground, a higher azimuth resolution was obtained in a shorter time, with a measured range resolution of approximately 25.2 m and a azimuth resolution of about 1 m. In 2012, MISL demonstrated the effects of bistatic angle variations and long synthetic apertures on the system using GLONASS system L1 signal P code (code rate of 5.11 MHz). The results showed that in quasi-monostatic mode (bistatic angle close to 0), the system had a range resolution of about 30 m, which degraded with increasing bistatic angle; under a 5-min synthetic aperture condition, the system could provide azimuth resolutions on the order of ~4 m [84]. The same year, MISL conducted airborne bistatic SAR imaging experiments using Galileo signals as external radiation sources at East Fortune Airport in Scotland [88, 89]. Data acquisition equipment was mounted on a helicopter targeting the East Fortune Airport area. During the experiment, the helicopter’s trajectory was provided by an external high-rate GPS system with a 1 Hz output rate. However, due to the low refresh rate of the airborne receiver’s position information, the image exhibited significant defocusing. This experiment verified that in airborne mode, the SSBSAR system could achieve higher azimuthal resolution than fixed and vehicle-mounted receivers. In 2015, The MISL team carried out multistatic SAR studies using reflected signals from the GLONASS system. [90]. In ground fixed mode, non-coherent fusion imaging analysis was performed using multiple navigation satellites with different geometric configurations, analyzing the Multistatic Point Spread Function (MPSF). Simulation results of point targets showed that the non-coherent combination of multi-baseline SAR images obtained from multiple spatially separated satellites could produce composite images, significantly improving resolution compared to single bistatic angle SAR images. The essence of this method is to constrain the range resolution of GNSS signals by extending or adding azimuth dimensions to improve system spatial resolution.
Domestic research on GNSS bistatic SAR started relatively late. In 2014, Beijing Institute of Technology conducted theoretical and experimental research on bistatic angle SAR imaging of BeiDou navigation satellites reflection signals. The team developed a data acquisition device for reflected signals from the BeiDou-2 navigation system, and repeated tests were conducted, producing 26 bistatic SAR images using multiple BeiDou navigation satellites [91]. Based on the above experiments results, a multi-angle observation and data processing method for bistatic angle SAR was proposed, achieving multi-angle observations of the target area and obtaining images in 26 different geometric configurations, [92] proving that multi-angle fusion is an effective way to expand GNSS-BSAR remote sensing applications.

1.3.4 Target Detection
In 1995, Koch and Westphal of the German GmbH company first proposed using global navigation satellite signals for passive multistatic target detection [93]. Kabakchiev and others conducted corresponding experiments on airborne, land, and maritime targets using the diffraction effect of forward scattering, achieving certain research results [94–96]. In 2012, Suberviola I realized the detection of airborne targets by using GPS L1 signals using the forward-scattering method and carried out validation tests [97]. The experiments used a right-hand circularly polarized (RHCP) omnidirectional antenna to receive signals, and observed the power change of the signals received when the aircraft crossed the baseline to determine the presence of the target. The analysis results show that depending on the aircraft’s crossing position, satellite signals, and receiver position, the received signals may experience varying degrees of attenuation, enhancement, or oscillation. Chow et al. investigated an external radiation source radar using a phased-array antenna to receive GPS reflected signals, improving the performance of target detection through the calibration of antenna array phase error, array gain optimization, and interference signal cancellation techniques [98]. In 2019, Santi et al. used GNSS signals as an external radiation source to detect ships at sea and proposed a single-step joint detection and localization algorithm with long-time integration, which was analyzed in theoretical simulation and verified in experiments [99]. In 2021, the team proposed a new target detection algorithm to obtain well-focused ship images while maximizing the signal-to-clutter ratio (SCR) for ships. In addition, they also analytically derived the scaling factor required to map the backscattered energy in the distance and cross-distance domains, from which the length of the target was estimated, and verified the reliability of the algorithm by conducting experiments using the Galileo satellite [100].
Domestic research on GNSS external radiation source radar has also been gradually developed. Yang Jinpei et al. analyzed the feasibility of passive radar detection using GPS signals and BeiDou satellite signals, respectively and proved that satellite navigation signals could be used as a third-party non-cooperative radiation source of passive radar for target detection. Liu Changjiang et al. investigated forward scattering target detection based on GNSS, and successfully detected the target by selecting an aluminum plate as the detection target with an omnidirectional GPS antenna and a high-gain horn antenna, respectively [101]. In 2020, Chen Wu et al. used GNSS external radiation sources to form a space-surface bistatic radar system, and with the help of the target’s motion characteristics and the combination of SAR imaging technology, they focused the target's energy echoes to detect targets on the sea surface ,and then inverted to get the distance from the target to the receiver, and judged the direction of the target’s motion. Additionally, the team proposed a GNSS-SAR dynamic target imaging algorithm, achieving good consistency between the detected positions of two cargo ships and the actual situation through experiments [102]. Zeng et al. proposed an improved unmanned aerial vehicle (UAV) detection algorithm based on GNSS external radiation source radar, which achieved focusing of UAV targets in the range-Doppler plane, and verified the algorithm through simulation [103].


1.4 Structure of the Book
This chapter starts with an introduction to satellite navigation systems, covering the basic concepts of direct and inverse problems. It provides a comprehensive overview of GNSS-R technology and its applications, as well as a summary of the current research status of GNSS-R both domestically and internationally. Chapters 2  and  3 delve into the details of GNSS signal structure and processing fundamentals, focusing on mathematical models related to direct signals in GNSS and discussing receiver processing techniques. This lays the theoretical groundwork for the processing of navigation satellite reflection signals and the design of receivers. Chapter 4 describes the characteristics of GNSS reflection signals, including signal waveforms and polarization states. Chapter 5 analyzes the basic principles of receiving and processing reflection signals in light of their characteristics, with in-depth discussions on antenna design, direct signal-reflection signal cooperative processing, and reflection signal correlators. Chapters 6  and  7 introduce the practical applications of the author’s research group in the field of GNSS-R, focusing on measurements of sea surface wind speed, sea surface height, and soil moisture content. Chapters 8  and  9 showcase two current research areas in GNSS-R: imaging and target detection technologies, along with the actual data results from the author’s research group. The conclusion offers a glimpse into the future of the field.
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2.1 Spread Spectrum Communication Principle
2.1.1 Basic Concepts of Spread Spectrum
Spread spectrum communication system, based on Shannon’s information theory, broaden the spectrum of baseband signals over a wide frequency band before transmission, is one of the most effective ways to address issues in wireless communication like multiple access, interference resistance, anti-interception, multipath resistance, confidentiality, positioning, ranging, and identification capabilities.
A typical spread spectrum system is shown in Fig. 2.1. A typical spread spectrum system consists of six main parts: original information, source encoding, channel encoding (error control), carrier modulation and demodulation, spread spectrum modulation and demodulation, and channel. The purpose of source coding is to remove the redundancy from information, compress the code rate of the source and increase channel transmission efficiency. Error control increases redundancy to information during the channel transmission to enable error detection or correction and improve the quality of the channel transmission. Modulation is done to transmit symbols after channel encoding in appropriate frequency bands like microwave and shortwave bands. Spread spectrum modulation and demodulation are techniques used to widen and restore signal spectra for specific purposes. Unlike conventional communication systems, a broadband, low spectral density signal is transmitted in the channel. Shannon, the founder of information theory, pointed out that “the best signal for effective communication is a signal transmitted in the form of white noise” and proposed the famous Shannon theorem, with Formula (2.1) as the basis for spread spectrum theory.C=Wlog21+S/N
 (2.1)


where C is the channel capacity, equivalent to the information transmission rate (bit/s), W is the channel bandwidth, S is the signal power, and N is the noise power. This formula points out that, with the channel capacity remaining constant, increasing the channel bandwidth can reduce the signal-to-noise ratio requirement, allowing bandwidth and signal-to-noise ratio to be interchangeable under certain conditions. Even at low signal-to-noise ratios or when the signal is completely submerged in noise, reliable communication can be ensured with a sufficiently wide signal bandwidth at the same information transmission rate. Therefore, transmitting information using a much wider bandwidth signal than the information bandwidth can enhance the communication system’s interference resistance, which is the theoretical basis and prominent advantage of spread spectrum communication. The interference resistance of spread spectrum communication systems is typically represented by the system’s spread spectrum gain G, which is the ratio of the signal bandwidth Bs after spectrum expansion to the signal bandwidth Bd before expansion, numerically equal to the ratio of signal-to-noise ratios before and after spread spectrum demodulation, and also equal to the number of pseudo-random codes contained within the information bits, as shown in Formula (2.2).G=BsBd=(S/N)o(S/N)I=N
 (2.2)


Formula (2.2) reflects the extent to which spread spectrum demodulation improves the signal-to-noise ratio in spread spectrum communication, being the main factor in enhancing interference resistance.[image: Flow chart illustrating a communication system process. The top row shows the sequence: "Source of information" to "Source coding" to "Channel coding" to "Carrier modulation" to "Spread spectrum modulation," leading to "Channel." The bottom row reverses the process: "Channel" to "Spread spectrum demodulation" to "Symbolic demodulation" to "Channel decoding" to "Source decoding," ending with "Information output." Arrows indicate the flow direction between each step.]
Fig. 2.1Typical extended spectrum system block diagram


As shown in Fig. 2.2, the signal power density decreases after spreading and can be completely submerged in noise when transmitted in the channel, improving the confidentiality of signal transmission. After demodulation, the signal power density matching the spreading code of the transmitted signal increases, surpassing the noise. Simultaneously, narrowband interference in the signal band can be spread during signal demodulation, weakening its intensity, thereby improving the signal transmission’s interference resistance.[image: Two-panel X-Y chart illustrating signal processing. Panel (a) shows a frequency spectrum after expansion, with a wide blue bar representing the spread signal. Panel (b) depicts spread spectrum demodulation, featuring a narrow blue spike indicating the concentrated signal. Both panels have frequency on the x-axis and amplitude on the y-axis, with annotations highlighting key points.]
Fig. 2.2Signal spreading and demodulation


Spread spectrum technology not only improves the signal-to-noise ratio and interference resistance but also allows different users’ information to be carried using different code types in the same frequency band, achieving code division multiple access and increasing the bandwidth reuse rate. GNSS commonly employs direct sequence spread spectrum (DSSS) technology, where each satellite's navigation message is spread using pseudo-random noise (PRN).(PRN) codes with excellent autocorrelation and cross-correlation properties, then modulated on the satellite carrier frequency through binary phase shift keying or other methods. The PRN codes and carriers used for modulation also carry ranging, speed measurement, and time information required for navigation positioning and timing.

2.1.2 Gold Sequence
A GNSS satellite navigation signal mainly consists of three parts: carrier, spreading code, and navigation data. The pseudo-random code is the core component, used for signal spreading, tracking, locking, and distance measurement. This section takes the example of the L1 C/A code (Coarse/Acquisition, known as coarse capture code in Chinese, or coarse code for short) transmitted by GPS to introduce its generation method and related characteristics.
2.1.2.1 C/A Code Generation
A PRN code is a predetermined, periodic binary sequence with good autocorrelation properties, close to a binary random sequence, which is generated by a multi-stage feedback shift register. A sequence generated by an n-stage feedback shift register with a period equal to the maximum possible value (i.e., 2n-1 code chips)is called an m-sequence. A Gold code is formed by the modulo-2 addition (linear combination) of a pair of m-sequences of the same length. The C/A code is a Gold code formed by the optimal combination m-sequences, where two m-sequences of equal length with the smallest maximum value of the correlation are added bitwise modulo 2. Different codes can be obtained by changing the relative phases of the two m-sequences generating it. For an m-sequence of length N=2m-1, every two codes can be used in this way to generate N Gold codes, where the maximum cross-correlation value between any two codes is equal to the maximum cross-correlation value of the two m-sequences that make them up. The sidelobes of the cross-correlation function fluctuate, but its peak does not exceed the maximum value of autocorrelation. This is why Gold codes are widely used in multiple access communication and a primary consideration for GPS to adopt Gold codes as C/A codes.
The C/A code is generated by two 10-stage feedback shift registers. The two shift registers are all in the state of 1 under the action of a +1 pulse every Sunday midnight, and driven by a code rate of 1.023MHz, the two shift registers respectively generate two m-sequences G1(t) and G2(t) with a code length of N=210-1=1023 and a period of l ms. The G2(t) sequence is passed through a phase selector, outputting an m-sequence equivalent to a shift of G2(t), then summed with G1(t) modulo 2 to obtain the C/A code, as shown in Fig. 2.3.[image: Flow chart illustrating a signal processing system. It features two shift registers labeled 1 to 10, with arrows indicating data flow. The system includes components like "Mode 2 plus," "Satellite ID," and "G1 output." A 10.23 MHz clock synchronizes the process, dividing by 10. Outputs include "G2 output" and "C/A." Additional elements are a "1023 decoder" and a division by 20 for data pulse synchronization.]
Fig. 2.3C/A code generator


In the actual generation of the C/A code, the output of the G2 is not directly from the final stage of the shift register, but based on the additivity, two stages are selected for modulo and operation before output. The effect of doing this is to generate a sequence to the original G2 sequence shift, where the shift depending on which two stages are selected for the modulo-2 and operation. This C/A code generator yields C102+10=55 different C/A codes. From these G(t) codes, 32 codes are selected to be used for each GPS satellite under the names PRNl,…, PRN32, and PRN33,…, PRN37 are reserved for the ground signal transmitter. Since the C/A code is relatively short and can be searched 1000 times in 1 s, it is used not only to capture satellite signals and provide pseudorange observations but also to assist in capturing the P code (another pseudo-code in GPS, Precision code, abbreviated as P code).

2.1.2.2 C/A Code Related Characteristics
 One of the most important properties of C/A codes is their correlation property. High autocorrelation peaks and low cross-correlation peaks provide a wide dynamic range for signal acquisition. In order to detect weak signals against a strong noise background, the autocorrelation peak of the weak signal must be greater than the cross-correlation peak of the strong signal. If the code is orthogonal, the theoretical value of the cross-correlation result should be 0. However, Gold codes are not fully orthogonal but only quasi-orthogonal, so their cross-correlation values are not zero but are relatively small. The cross-correlation function for Gold codes is shown in Table 2.1. For C/A codes, n=10, and therefore, P=1023. Using the relationship in Table 2.1 the cross-correlation values can be calculated as: −65/1023 (probability of 12.5%), −1/1023 (probability of 75%), and 63/1023 (probability of 12.5%).Table 2.1Cross-correlation values of Gold codes

	Code period
	Shift register order
	Standardized correlation values
	Probability of occurrence

	P=2n-1
	n = odd-number
	-2(n+1)/2+1P-1P2(n+1)/2+1P
	0.25

	0.5

	0.25

	P = 2n−1
	n = even number but not a multiple of 4
	-2(n+2)/2+1P-1P2(n+2)/2+1P
	0.125

	0.75

	0.125




Let PRNj(t) be the C/A code sequence of satellite j consisting of {+1,-1} with the autocorrelation function shown in Eq. (2.3).Rjδτ=1T∫0TPRNjtPRNjt+δτdt
 (2.3)


where T is the code period and δτ is the code delay. Figure 2.4 shows the C/A code sequence (PRN sequence) of GPS satellite 1, with code period T of 1 ms.[image: Chart showing the PRN sequence for Satellite 1. The x-axis represents the code chip ranging from 0 to 1000, and the y-axis represents the value ranging from -1.5 to 1.5. The sequence displays a series of vertical lines indicating variations in value across the code chips.]
Fig. 2.4PRN sequence of Satellite 1


According to Eq. (2.3),the autocorrelation function of the satellite PRN sequence can be calculated. Figure 2.5 shows a schematic diagram of the autocorrelation function of the C/A code of satellite 1, in which only the results of the code delay in the range of ±1000 code chips are plotted.[image: Bar chart titled "Satellite Autocorrelation Function" displaying a series of blue vertical bars. The x-axis is labeled "Code chip" ranging from 0 to 2000, and the y-axis is labeled "SNR (dB)" ranging from 0 to 1000. A prominent peak is visible near the center of the chart, indicating a significant autocorrelation value. The chart is grid-lined for reference.]
Fig. 2.5Autocorrelation function schematic diagram of satellite1 C/A code


For two satellites i and j, the cross-correlation function of their C/A codes is shown in Eq. (2.4).Ri,jδτ=1T∫0TPRNitPRNjt+δτdt
 (2.4)



Figure 2.6 illustrates the C/A code cross-correlation function for satellites 1 and 4, with the same range of code delays ±1000 code chips) on the x-axis as in Fig. 2.5. By comparing Figs. 2.5 and 2.6, it can be seen that the Gold code autocorrelation function used by GPS satellites are similar to the cross-correlation function, both of which are not entirely zero.[image: A chart titled "Satellite and Terrestrial Images" displays data with columns on the x-axis labeled "Categories" and the y-axis labeled "Occurrences." The chart shows a series of blue vertical lines clustered near the bottom, indicating low occurrences across various categories. The gridlines and labels provide a structured view of the data distribution.]
Fig. 2.6Intercorrelation function of C/A codes for satellites 1 and 4


To clearly express the sidelobes of the autocorrelation function, Fig. 2.7 takes satellites 7 and 4 as examples, showing only the autocorrelation function values within ±10 code chips of code delay.[image: Graph titled "CA Autocorrelation Function" showing two lines: a red dashed line labeled "PRN" and a solid blue line labeled "PRN0". The x-axis represents "Time Interval (Code chip)" ranging from -10 to 10, and the y-axis represents "Normal Amplitude (arbitrary unit)" ranging from -0.2 to 1.2. The blue line peaks sharply at 0, indicating a significant correlation at this point, while the red line remains relatively flat.]
Fig. 2.7GPS C/A code autocorrelation function and its sidelobes


Note: Sidelobe positions for PRN4 are ±2/4/9 (dashed lines); Sidelobe positions for PRN7 are ±1/7/9/10 (solid lines).
Let the value of the correlation function be expressed as Rj(i) when δτ/τc is the integer i=[0,1,...,1022], which takes the value {1,-τc/T,63τc/T,-65τc/T} (τc/T=1/1023) for GPS C/A code. Then the autocorrelation function value at any moment is calculated as shown in Eq. (2.5).Λjδτ=[Rji-Rji+1]1-Δt+Rj(i+1)
 (2.5)


where i=INTδτδττcτc, INT· denotes the rounding function and Δt=δτδττcτc-i.
Typically, the simplified autocorrelation function is assumed to beRj(i)=1i=0-τc/Ti≠0
 (2.6)



At this point, Eq. (2.5) is expressed asΛjδτ=1-δτδττcτc-δτδτTT-τcτcTTδτδττcτc≤1δτδττcτc>1
 (2.7)



Since τc<<T, it is generally assumed that -τcτcTT≈0, further simplified asΛjδτ=1-δτδττcτc0δτδττcτc≤1δτδττcτc>1
 (2.8)



Equation (2.8) represents an ideal triangular function with a base width of two code chips. This simplified expression of the autocorrelation function is commonly used for signal capture and tracking in ordinary GPS receivers. In the processing and application of reflected signals, the more accurate autocorrelation function given by Eq. (2.5) should be used, taking into account the effects of the autocorrelation function sidelobes.


2.1.3 Spread Spectrum Ranging Principle and Performance
The C/A code can solve the phase of the received C/A code signal based on the position of the main peak of the autocorrelation function during the despreading process. This code phase can reflect the propagation time of the signal from the satellite to the receiver, which is then converted into a distance measurement value from the satellite to the receiver, achieving ranging function.
2.1.3.1 Basic Concepts of Pseudorange
The distance between a satellite and a receiver should be the product of the signal propagation time and the speed of electromagnetic wave propagation (i.e., the speed of light). As shown in Fig. 2.8, due to the asynchrony between the satellite clock and the receiver clock, as well as various measurement errors, the calculated distance value is often referred to as “pseudorange” rather than the true geometric distance.[image: A sketch illustrating the concept of pseudorange and geometric distance in satellite communication. The image shows a satellite in space and a ground-based receiver. Two dashed lines connect the satellite to the receiver: one labeled "Pseudorange" and the other "Geometric distance," indicating the difference between the measured and actual distances. The satellite has solar panels, and the receiver resembles a radio device.]
Fig. 2.8Pseudorange


The basic pseudorange observation equation is shown in Eq. (2.9) [1][image: The image displays a mathematical formula: [ rho = r + c(delta_{t_} - delta_{t_{T}}) + cT + cI + varepsilon_{rho} ] Key elements include Greek letters rho (rho) and epsilon (varepsilon), variables r, c, T, I, and subscripts and t_{\rho}. The formula appears to represent a relationship involving these variables and parameters.]

 (2.9)


where ρ denotes the pseudorange, r denotes the geometric distance, c denotes the speed of light, [image: The image shows a mathematical notation featuring the Kronecker delta symbol, represented as delta_{ik}. The symbol delta is a lowercase Greek letter, and the subscripts i and k are typically used to denote indices in mathematical expressions.]
  denotes the receiver clock bias, [image: The image shows a mathematical notation with the Greek letter delta, represented as delta, followed by a subscript t and a vertical bar. The notation is likely used in a mathematical or scientific context.]
 denotes the satellite clock bias, T denotes the tropospheric delay, I denotes the ionospheric delay, and ερ denotes pseudorange measurement noise. Clock bias refers to the difference between the clock and GPS time (GPST).

2.1.3.2 Relationship Between Pseudorange and Spread Spectrum Code Phase
Pseudorange is obtained by multiplying the difference between the signal reception time and the transmission time by the speed of light in vacuum. The reception time can be directly read from the receiver clock, while obtaining the satellite transmission signal time is achieved through the receiver’s analysis of the received signal.
As shown in Fig. 2.9, the GPS signal contains a lot of time-related information. The code phase, as the smallest time-measurement component, is obtained through C/A code correlation processing in the receiver, indicating the position of the latest reception moment within a complete cycle of C/A code, with values ranging from 0 to 1023. It is known that the C/A code code slice length corresponds to a distance of about 293m (11.023×106Hz×3×108m/s≈293m). Assuming a code phase measurement error of \(1/10\), \(1/20\),..., \(1/100\) of a chip, the corresponding range error is 29.3 m to 2.93 m[image: Flow chart illustrating a hierarchical structure starting from a "subframe" labeled "starting edge." It branches into three levels: "Word" level with "Word 1" to "Word +1" totaling 10, "Bite" level with "Bite 1" to "Bite b+1" totaling 30, and "C/A" level with "C/A 1" to "C/A c+1" totaling 20. A timeline at the bottom shows a progression from 0 to 1023, marked by a red dashed line labeled "CP" at "Now."]
Fig. 2.9Code phase and transmission time


After the signal undergoes correlation processing and carrier removal, the remaining data bits undergo bit synchronization and frame synchronization processing. Decoding the navigation message in this subframe allows obtaining the Time of Week (TOW) corresponding to the previous subframe, which, when multiplied by 6 after subtracting 1 from it, gives the starting edge time of the current subframe. Then, the word number and bit number in the current subframe at the current moment are determined (a GPS navigation message word contains 30 bits, and each bit is 20 ms long). Finally, the signal transmission time is obtained from the whole number of C/A code cycles and the phase value, thereby obtaining the pseudorange.
The formula for calculating the transmission time is shown in Eq. (2.10) [2]tsend=(TOW-1)×6+(30n+b)×0.020+(c+CP1023)×0.001(s)
 (2.10)




2.1.3.3 Spread Spectrum Ranging Performance Analysis
Spread codes are crucial for ranging, as they use the navigation message format, information, and code phase to ultimately determine the corresponding signal transmission time and pseudorange, without any ambiguity issues. Additionally, spread code ranging, based on the C/A code chip length of 293m, can achieve meter-level accuracy in ranging.
Apart from spread code ranging, there is also the carrier phase ranging method, which is based on the carrier wavelength (the GPS L1 carrier frequency is 1575.42 MHz, and the wavelength is about 3×108m/s1575.42×106MHz≈0.19m=19cm), and can achieve millimeter-level accuracy, and is less affected by multipath. However, due to the presence of unknown integer cycle ambiguities, spread code ranging is usually needed as a supplementary method.



2.2 Modulation Method
2.2.1 Binary Phase Shift Keying (BPSK)
Initially, GNSS signals used Binary Phase Shift Keying (BPSK) modulation, where digital information is transmitted through changes in carrier phase while keeping carrier amplitude and frequency constant. The time domain expression of a BPSK modulation signal is shown in Eq. (2.11).eBPSKt=Acos2πfct+φ
 (2.11)


where fc is the carrier frequency, φ is the absolute phase of the signal, and the value of  φ is selected as shown in Eq. (2.12).φ=0Transmit0πTransmit1
 (2.12)



Combining Eqs. (2.11) and (2.12), we get Eq. (2.13).eBPSK(t)=Acos(2πfct)Transmit0-Acos(2πfct)Transmit1
 (2.13)



From the above equation, it is known that the waveforms representing the two symbols are the same but with opposite polarities. Therefore, the BPSK modulation of the signal can be equated to the product of a bipolar non-return-to-zero rectangular pulse sequence and a sinusoidal carrier, as mathematically expressed in Eq. (2.14).
From the above equation, it can be seen that the signal waveforms representing the two code elements are identical and of opposite polarity, thus the BPSK modulation of the signal can be equated to the product of a bipolar non-return-to-zero (NRZ) rectangular pulse sequence \(s(t)\) and a sinusoidal carrier. The mathematical expression is shown in Eq. (2.14) and the block diagrams in Figs. 2.10 and 2.11).eBPSK(t)=s(t)cos(2πfct)
 (2.14)


[image: Flow chart illustrating two methods for generating a signal e_{BPSK}(t) . (a) Analog modulation method: The input signal s(t) undergoes code conversion, followed by bipolar non-zeroing, and is then multiplied with cos(2pi f_c t) to produce the output e_{BPSK}(t) . (b) Keying method: A switching circuit receives s(t) and a cosine signal cos(2pi f_c t) . The circuit switches between 0 and pi phase shift, resulting in the output e_{BPSK}(t) .]
Fig. 2.10BPSK modulation block diagram

[image: Graphical representation of two X-Y charts. The top chart shows a series of vertical lines labeled "Code element" along the horizontal axis, representing discrete events or signals. The bottom chart displays a continuous wave pattern, illustrating a sinusoidal function over time. Both charts have labeled axes, with the top chart's vertical axis labeled as v(t) and the bottom chart's vertical axis labeled as x_{sw}(t) .]
Fig. 2.11BPSK signal waveform



2.2.2 Quadrature Phase Shift Keying (QPSK)
Quadrature Phase Shift Keying (QPSK) is a four-phase modulation scheme where each symbol represents 2 bits of information, with four possible arrangements: 00, 01, 10, 11. The time domain expression of a QPSK modulation signal is shown in Eq. (2.15).eQPSK(t)=Acos(2πfct+θi)i=1,2,3,4
 (2.15)


Here, fc is the carrier frequency and θi has four possible values, which are π4,3π4,5π4,7π4.
Using a single coherent carrier for QPSK demodulation leads to phase ambiguity. Therefore, the demodulation requires two orthogonal coherent carriers. Expanding Eq. (2.15) gives (Fig. 2.12 and 2.13):eQPSK(t)=I∗cos(2πfct)-Q∗sin(2πfct)
 (2.16)


[image: Flow chart illustrating a signal processing system. The process begins with received signals entering a serial-to-parallel converter, splitting into I and Q components. The I component goes through a multiplication circuit with a cosine function, while the Q component goes through a multiplication circuit with a sine function. Both components are processed through a subcarrier signal generator and a π/2 phase shift. The outputs are combined in a multiplier circuit to produce the final output signal, e_{out}(t) .]
Fig. 2.12QPSK multiplication circuit modulation

[image: Flow chart illustrating a signal processing system. The process begins with "serial-to-parallel conversion," which outputs signals labeled I and Q. These signals are input into a "phase selection" block, which also receives inputs from a "4-phase carrier generator" with phases labeled theta_1, theta_2, theta_3, and theta_4. The output from the phase selection block is then processed through "bandpass filtering" to produce the final output.]
Fig. 2.13QPSK selective modulation


For simplicity, the amplitude of the output signal eQPSK(t) is set to 1,which requires the amplitude of the input signals to be adjusted to 12. By substituting (+12,+12) (-12,+12) (-12,-12) (+12,-12) as (I, Q) into Eqs. (2.15) and (2.16), respectively, the phase correspondence between the input and output signals can be obtained as shown in Table 2.2 (Fig. 2.14).Table 2.2QPSK input and output signal phase correspondence

	Input signal
	I-signal
	Q-signal
	Output signal phase

	00
	+12
	+12
	π4

	01
	-12
	+12
	3π4

	11
	-12
	-12
	5π4

	10
	+12
	-12
	7π4



[image: Diagram of a circle with four labeled points on its circumference, intersected by two perpendicular axes. The circle is divided into four quadrants, each labeled with binary numbers (00, 01, 10, 11) and corresponding angles in radians (frac{pi}{4}, frac{3pi}{4}, frac{5pi}{4}, frac{7pi}{4}). The axes are labeled I and Q, with values pm frac{1}{sqrt{2}} indicated along them. The circle is dashed, and lines connect the center to each point.]
Fig. 2.14QPSK modulation constellation diagram



2.2.3 Binary-Offset-Carrier
BOC modulation was first proposed by Jhon W. Betz [1], a leading figure involved in the design of the Galileo signal, with the main purpose of solving the spectrum congestion issue. Currently, new signals in the BeiDou, GPS, and Galileo systems all adopt Binary Offset Carrier (BOC) modulation or its variants.
2.2.3.1 BOC Signals and Characteristics
In general, in GNSS signal processing, BOC is considered a kind of subcarrier modulation, equivalent to the symbol of a sine or cosine function. A BOC signal with a sine phase can be represented as the product of a code sequence and a subcarrier with a frequency of fs,x(t)=c(t)·sign(sin(2πfst))
 (2.17)


c(t)=∑kckh(t-kTc)
 (2.18)


where h(t) is a code sequence equivalent to an inverse non-return-to-zero code with −1 or 1 in the interval [0,Tc].
A BOC signal can usually be denoted as BOC(p, q), where the first parameter p indicates the subcarrier frequency and the second parameter q referring to the code rate: fs=p·1.023MHz,fc=q·1.023MHz, ratio n=2fsfc=2pq is the number of half subcarrier periods in one chip, which can be either even or odd.
If the BOC signal has a sine phase, its normalized power spectral density can be represented as:GBOCf=1TcsinπfTcnsinπfTcπfcosπfTcn2niseven
 (2.19)


GBOCf=1TcsinπfTcncosπfTcπfcosπfTcn2nisodd
 (2.20)



If the BOC signal has a cosine phase, its normalized power spectral density can be expressed asGBOCf=1TcsinπfTcncosπfTcn-1πfcosπfTcn2niseven
 (2.21)


GBOCf=1TccosπfTcncosπfTcn-1πfcosπfTcn2nisodd
 (2.22)



Figure 2.15 shows the power spectral density plots of several typical BOC signals, and it can be seen that the power spectra of BOC signals have the following characteristics:[image: Chart showing power spectral density (dBW/Hz) versus frequency (MHz) for different modulation schemes. The graph includes four lines: blue for BOC(1,1), green for BOC(6,1), purple for BOC(10,5), and red for BPSK(1). The x-axis ranges from -20 to 20 MHz, and the y-axis ranges from -100 to -60 dBW/Hz. The chart illustrates the spectral characteristics of each modulation type.]
Fig. 2.15Power spectral density of the BOC signal

	(1)
The power spectral density of BOC signals is symmetrical on the left and right, with the main lobes distributed on both sides of the carrier frequency.

 

	(2)
The farther the ratio between the subcarrier and chip rate is from the center frequency, the more lobes the main lobe of the BOC signal has, with the sum of the main lobes and side lobes being n.

 

	(3)
More power can be provided on high frequencies offset from the center frequency, improving improving the system’s resistance to narrowband interference and its multipath performance.

 





Corresponding to the power spectral density, the autocorrelation function of the BOC signal is also different from that of BPSK signals. Figure 2.16 shows the autocorrelation functions of several typical BOC signals. It can be seen that due to the influence of the subcarrier, the autocorrelation function of the BOCp,q signal has the following characteristics:[image: Graph showing relative peak values over time intervals for different modulation schemes. The x-axis represents time interval in code chips, ranging from -0.6 to 0.6, and the y-axis represents relative peak values from 0 to 1. The chart includes three lines: a blue line for BOC (5, 1), a red dashed line for BOC (1, 1), and a black line for BPSK. The blue line shows oscillations, while the red and black lines form a triangular shape. A legend in the bottom right corner identifies the lines.]
Fig. 2.16Autocorrelation function of BOC signal

	(1)
It has multiple peaks, and as the value of p/q is larger, the number of side peaks is larger, and the side peaks adjacent to the main peak are also larger, and the width of the main peak decreases.

 

	(2)
The main peak is narrow, which can lead to high-precision code tracking and good multipath resolution, offering the potential for better navigation performance.

 

	(3)
The presence of multiple peaks may cause the receiver to lock onto the wrong peak, leading to positioning errors.

 





On one hand, the zero crossings in the auto-correlation function of BOC signals can cause signal acquisition failures, and the multi-peak nature of the auto-correlation function may lead to incorrect signal acquisition, resulting in tracking and calculation errors.
On the other hand, the autocorrelation function of BOC signals exhibits a multi-peak structure, which differ significantly from the correlation functions of conventional direct sequence spread spectrum communication. Among the multiple peaks of the BOC signal correlation function, only the central peak corresponds to a code phase error of 0. During signal tracking, tracking loop errors may lead to locking onto a side peak close to the central peak, causing incorrect lock.
Therefore, resolving or mitigating the ambiguity in BOC signal acquisition and tracking caused by these multiple peaks is a key focus of research on BOC signal reception processing.

2.2.3.2 MBOC Signals and Features
MBOC is the abbreviation of Multiplexed Binary Offset Carrier, and its Chinese name is Multiple Binary Offset Carrier. For example, MBOC (6,1,1/11) power spectral density is a mixture of BOC (1,1) spectrum and BOC (6,1) spectrum [3] which is defined asGMBOC(f)=1011GBOC(1,1)(f)+111GBOC(6,1)(f)
 (2.23)



The new-generation navigation system signals like GPS, BeiDou, Galileo different types of hybrid modulation based on MBOC are used. The main types include Time Multiplexed Binary Offset Carrier (TMBOC), Composite Binary Offset Carrier (CBOC), and Quadrature Multiplexed Binary Offset Carrier (QMBOC). For example, the GPS-L1C signal uses TMBOC modulation, where the data channel, occupying 1/4 of the total power, uses BOC(1,1) modulation. In the pilot channel, a time-multiplexed combination of BOC(6,1) and BOC(1,1) is used, where BOC(6,1) modulation in the 1st, 5th, 7th, and 30th chips out of every 33 pseudo-random code slices, and BOC(1,1) modulation in the rest of the code slices This results in a TMBOC(6,1,4/33) modulation format for the entire mixed signal. The spectrum of the GPS L1C signal can be represented as shown.GL1Cf=14Gdataf+34Gpilotf=14GBOC(1,1)f+342933GBOC(1,1)f+433GBOC(6,1)f=1011GBOC(1,1)f+111GBOC(6,1)f
 (2.24)



Galileo E1 OS signal uses CBOC, where is added to the BOC(1,1) signal. The data channel component uses CBOC(+) modulation, while the pilot channel component uses CBOC(-) modulation. The power spectrum of the two components combined satisfies the power spectrum defined by MBOC.
Beidou B1C signal uses QMBOC modulation, where the BOC(1,1) and BOC(6,1) components are modulated on two orthogonal phases of the carrier. The power distribution between the data channel and pilot channel is 1/4 and 3/4, respectively. The power spectral density of QMBOC is the same as that of TMBOC.

2.2.3.3 AltBOC Signals and Features
The Galileo-E5 signal uses Alternate Binary Offset Carrier (AltBOC) modulation technology, which inherits the traditional BOC signal’s ability to resist interference and multipath effects. It has superior spectrum compatibility and ranging performance, while also increasing spectrum utilization. The subcarrier spectrum of BOC modulation signals is symmetric with a double-sideband spectrum, whereas AltBOC modulation signals have a single-sideband spectrum. Therefore, the spectrum of BOC signals after modulation is symmetric and double-sideband, while AltBOC signals have a single-sideband spectrum. With traditional BOC modulation signals, both main lobes carry the same information, whereas with AltBOC modulation signals, different main lobes can carry different information. Like conventional BOC, AltBOC modulation is also denoted by AltBOC(m,n).
Taking the Galileo-E5 signal as an example, the E5 signal consists of upper and lower sidebands and modulates two signals, namely the E5a signal and the E5b signal, with carrier frequencies of 1176.45 MHz and 1207.14 MHz, respectively. E5a signal and E5b signal each contain two orthogonal channels, i.e., data channel and pilot channel. The data channel modulates navigational data code and pseudo-random code, while the pilot channel demodulates pseudo-random code. The Galileo-E5 signals are generated by AltBOC(15,10) modulation, whose subcarrier frequency is fs=15×1.023MHz and the pseudo-random code rate is fc=10×1.023MHz. The Galileo-E5 signals can be represented assAltBOCt=caItdaItscboct-cbItdbItscboct+caQtscboct+π2-caQtscboct-π2
 (2.25)



To keep the signal amplitude constant, the amplitude of signals in the horizontal, vertical and angular bisector directions are the same, and the zero phase point is eliminated. By performing constant envelope transformation on the signal, a signal with constant amplitude AltBOC signal assAltBOCt=122saI(t)+j·saQ(t)scs(t)-jscst-Ts/4+sbI(t)+j·sbQ(t)scs(t)+jscst-Ts/4+s¯aI(t)+j·s¯aQ(t)scp(t)-jscpt-Ts/4+s¯bI(t)+j·s→bQ(t)scp(t)+jscpt-Ts/4
 (2.26)


where,saI(t)=caI(t)·daI(t)saQ(t)=caQ(t)sbI(t)=cbI(t)·dbI(t)sbQ(t)=cbQ(t)
 (2.27)


s¯aIt=saQt·sbIt·sbQts¯aQt=saIt·sbIt·sbQts¯bIt=saIt·saQt·sbQts¯bQt=saIt·saQt·sbIt
 (2.28)



The newly introduced subcarrier functions are defined as followsscs(t)=∑i=-∞+∞AS|i|8rectTs/4t-i·Ts/4scp(t)=∑i=-∞+∞AP|i|8rectTs/4t-i·Ts/4
 (2.29)


where, the coefficients ASi and APi are the four states on the AltBOC signal constellation diagram, as shown in Table 2.3 is shown.Table 2.3GALILEO-E5 signal AltBOC subcarrier mdulation coefficients

	i
	0
	1
	2
	3
	4
	5
	6
	7

	ASi
	2+12
	12
	-12
	-2+12
	-2+12
	-12
	12
	2+12

	APi
	-2-12
	12
	-12
	2-12
	2-12
	-12
	12
	-2-12




After AltBOC modulation, the E5a and E5b signals can be regarded as two independent QPSK signals. The power spectral density function of AltBOC signal can be represented as Eqs. (2.30), (2.31) (Fig. 2.17).[image: A step chart comparing two datasets, labeled "=0" in blue and "=5" in red dashed lines. The x-axis ranges from 0 to 3.5, and the y-axis ranges from -1 to 1.5. The chart shows step-like changes in values for both datasets, with the red line generally following the blue line but with variations. A legend is present at the top center.]
Fig. 2.17Values of the subcarrier modulation coefficients of the GALILEO-E5 signal AltBOC over one cycle


GAltBOCf=4fcπ2f2sin2πffccos2πf2fs·cos2πf2fs-cosπf2fs-2cosπf2fscosπf4fs+2,2m/nodd
 (2.30)


GAltBOC(f)=4fcπ2f2cos2πffccos2πf2fs·cos2πf2fs-cosπf2fs-2cosπf2fscosπf4fs+2,2m/neven
 (2.31)



As shown in Fig. 18a, the spectrum of the Galileo-E5 signal modulated by AltBOC(15,10) exhibits a double-sideband, but it contains two independent channels, E5a and E5b, which can be regarded as two independent QPSK signals, and its autocorrelation function has a sharp central peak. As shown in Fig. 18b, the autocorrelation function of the full-channel E5 signal (E5aQ + E5bQ or E5aI + E5aI) is also a triangular wave modulated by a triangular wave.[image: Two-panel figure showing X-Y charts related to Galileo-E5 pseudo-random codes. Panel (a) displays the power spectral density with amplitude in dB versus frequency in MHz, showing periodic peaks. Panel (b) illustrates the autocorrelation function with amplitude in dB versus time in microseconds, featuring a central peak. The legend indicates two lines: "E5aQ" in red dashed and "E5aQ+E5bQ" in blue solid.]
Fig. 2.18Power spectral density and sutocorrelation function of Galileo-E5 signal





2.3 Satellite Navigation Signal
2.3.1 Beidou Signal
2.3.1.1 Signaling System
The current BeiDou-3 system can provide five spatial signals for positioning and navigation services with, namely B1C, B2a, B2b, B1I and B3I. According to the “BeiDou Satellite Navigation System Public Service Performance Specification Version 3.0”, which will be released on May 26th, 2021, the center frequencies of each signals are 1575.42, 1176.25, 1207.14, 1561.098 and 1268.52 MHz, and the bandwidth, symbol rate, modulation scheme, and polarization mode are shown in Table 2.4.Table 2.4BeiDou GNSS signaling regime

	Signal component
	Carrier frequency/MHz
	Bandwidths/MHz
	Symbol rate/bps
	Modulation method
	Polarization mode

	B1C
	B1C_data
	1575.42
	32.736
	100
	BOC(1,1)
	RHCP

	B1C_pilot
	0
	QMBOC(6,1,4/33)

	B2a
	B2a_data
	1176.45
	20.46
	200
	BPSK(10)
	RHCP

	B2a_pilot
	0

	B2b
	 I-branc
	1207.14
	20.46
	1000
	BPSK(10)
	RHCP

	Q-branch
	/
	/
	/
	/
	/

	B1I
	1561.098
	4.092
	D1 Navigational messages 50
D2 Navigational messages 500
	BPSK
	RHCP

	B3I
	1268.52
	20.46
	D1 Navigational messages 50
D2 Navigational messages 500
	BPSK
	RHCP




According to the BeiDou system ICD regulations, when the satellite elevation angle is greater than 5°, the minimum power level of the satellite’s navigation signals reaching the receiver antenna output near the Earth’s surface with a right-hand circularly polarized antenna of 0 dBi gain (or a linearly polarized antenna of 3 dBi gain) must meet the minimum received power levels shown in Table 2.5.Table 2.5Ground minimum received power level

	Signal Name
	Minimum user received power (greater than 5° elevation angle)/dBW

	B1C
	−159(MEO)

	−161(IGSO)

	B2a
	−156(MEO)

	−158(IGSO)

	B2b
	−160(MEO)

	−162(IGSO)

	B1I
	−163

	B3I
	−163





2.3.1.2 Signal Structure
The B1I and B3I signals are orthogonally modulated on the carrier by “ranging code + navigation message”, with their signal expressions are as follows:SB1Ijt=AB1ICB1IjtDB1Ijtcos2πf1t+φB1Ij
 (2.32)


SB3Ijt=AB3ICB3IjtDB3Ijtcos2πf3t+φB3Ij
 (2.33)


where the superscript j denotes the satellite number;AB1I and AB3I denote the amplitude of B1I and B3I signals, CB1Ij and CB3Ij denote the ranging codes of B1I and B3I signals, DB1Ij and DB3Ij denote the data codes modulated on the ranging codes of B1I and B3I signals, f1 and f3 denote the carrier frequencies of B1I and B3I signals, and φB1Ij and φB3Ij denote the initial phases of the carriers of B1I and B3I signals, respectively. The ranging codes of B1I and B3I signals are generated by two linear sequences G1, G2 modulo-2 addition and then truncated by 1 chip after generating the balanced Gold code. The code rate of the B1I signal Ranging code of is 2.046 Mcps, with a code length is 2046; and the code rate of the B3I signal ranging code is 10.23 Mcps, and a code length is 10230.
The two linear sequences G1 and G2 of the B1I signal ranging code are generated by an 11-stage linear shift register, with a generating polynomial as shown in Table 2.4G1X=1+X+X7+X8+X9+X10+X11
 (2.34)


G2X=1+X+X2+X3+X4+X5+X8+X9+X11
 (2.35)



The initial state of the G1 register is 01010101010; the initial state of the G2 register is 01010101010. ("State" is more precise than "phase" for shift registers).
The B1I signal ranging code generator is shown in Fig. 2.19 shows.[image: Flow chart depicting a digital signal processing system. It includes two main sections with numbered blocks from 1 to 11, connected by lines indicating data flow. The top section is labeled "Rec Control Clock" and the bottom "Shift Control Clock." Both sections feed into a "phase selector" and "adjustment" process, with outputs labeled G1 and GF. The chart illustrates the sequence and control of signal phases.]
Fig. 2.19B1I signal ranging code generator


By different taps of the shift register generating the G2 sequence modulo 2, different phase offsets of the G2 sequence can be achieved, and different satellite pseudorange codes can be generated by modulo 2 with the G1 sequence. The phase allocation of the G2 sequence for different satellites is described in the relevant ICD document.
The G1 and G2 sequences of the B3I signal ranging code are generated by a 13-stage linear shift register with a period of 8191 code slices, and the generating polynomials are respectivelyG1X=X13+X4+X3+X+1
 (2.36)


G2X=X13+X12+X10+X9+X7+X6+X5+X+1
 (2.37)



The code generator is shown in Fig. 2.20.[image: Flow chart illustrating a digital circuit design. The diagram includes labeled components such as "Shift Control Lines," "Set and Reset," and "Target Register." Arrows indicate the flow of data between components, with connections to "CA" and "CB" outputs. The chart shows a sequence of numbered blocks and logical operations, representing a process in digital logic or computing.]
Fig. 2.20B3I signal ranging code generator


The ranging code of 10230 chips is obtained by modulo 2 with CA and CB sequences with periods of 8190 and 8191 chips, respectively, where the CA sequence is obtained by truncating the code sequence generated by G1, and the CB sequence is obtained by G2. The initial phase of the G1 sequence is set to “1111111111100” at the beginning of each ranging code period (1 ms) or when the G1 sequence register phase is “1111111111100”, and the initial phase of the G2 sequence is set at the beginning of each ranging code period (1 ms). The initial phase of the G1 sequence is “1111111111111”. The initial phase of the G2 sequence is formed by different numbers of shifts from “1111111111111”, with different initial phases corresponding to different satellites. The phase allocation of the G2 sequence for different satellites is described in the relevant ICD document [4].
The I-branch component of the B2b signal is generated by the modulation of the navigation message data and the ranging code and can be expressed as followsSB2b_It=12DB2b_ItCB2b_It
 (2.38)


DB2b_It=∑k=-∞∞dB2b_IkpTB2b_It-kTB2b_I
 (2.39)


Where dB2b_I is the data code of the navigation message of the B2b signal I branch, TB2b_I is the chip width of the data code, and pTB2b_I is a rectangular pulse with a width of TB2b_I.
The B2b signaling I-branch ranging code rate is 10.23 Mcps with a code length 10230, which is obtained from two 13-stage linear feedback shift registers by shifting and modulo-2-sum generating Gold code expansion. The generating polynomial isG1X=1+X+X9+X10+X13
 (2.40)


G2X=1+X3+X4+X6+X9+X12+X13
 (2.41)



Detailed information on the structure of the B2b signal I-branch ranging code generator and the initial values of the G1 and G2 sequences are given in Reference.
The complex envelopes of both the B1C signal and the B2a signal can both be expressed asst=sdatat+jspilott
 (2.42)


where, the data component of the B2a signal is generated by the modulation of the navigation message data and the ranging code; the guide frequency component includes only the ranging code; the data component of the B1C signal is generated by the subcarrier modulation of the navigation message data and the ranging code, and the the pilot component. Table 2.7 is the same revision is generated by the ranging code through subcarrier modulation. Tables 2.6 and 2.7 give the component compositions of the B1C and B2a signals, respectively, as well as the modulation mode, phase relationship, and power ratio of each component.Table 2.6B1C signal modulation characteristics

	Component
	Modulation method
	Phase / °
	Power ratio

	sB1C_data(t)
	Sin BOC(1,1)
	0
	1/4

	sB1C_pilot_a(t)
	QMBOC(6,1,4/33)
	Sin BOC(1,1)
	90
	29/44

	sB1C_pilot_b(t)
	Sin BOC(6,1)
	0
	1/11



Table 2.7B2a signal modulation characteristics

	Component
	Modulation method
	Phase relation
	Power ratio

	sB1C_data(t)
	BPSK(10)
	0
	1/2

	sB1C_pilot_a(t)
	BPSK(10)
	90
	1/2




The ranging codes of both B1C and B2a signals use a hierarchical code structure, consisting of the main code and the sub-code . The width of the code piece of the sub-code is the same as the period of the main code, and the starting moment of the sub-code code piece is strictly aligned with the starting moment of the first code piece of the main code. Tables 2.8 and 2.9 give the ranging code parameters of B1C and B2a signals respectively, where the B1C data component does not contain subcode. For MEO and IGSO satellites, each satellite corresponds to a unique ranging code number (PRN number), and the B1C and B2a signals broadcasted by the same satellite adopt the same PRN number.Table 2.8B1C signal ranging code parameters

	Signal component
	Primary code type
	Primary code length
	Primary code period (ms)
	Subcode type
	Subcode length
	Subcode period

	B1C data component
	Weilcode cut short
	10230
	10
	(N/A) 
	(N/A) 
	(N/A) 

	B1C pilot component
	Weilcode cut short
	10230
	10
	Weilcode cut short
	1800
	18000 ms



Table 2.9B2a signal ranging code parameters

	Signal Component 
	Main Code Type 
	Main Code Length
	Main Code Period (ms)
	Sub-code Type
	Sub-code Length 
	Sub-code Period (ms)

	B2a data component
	Gold
	10230
	1
	fixed code
	5
	5

	B2a data component
	Gold
	10230
	1
	Weil code truncation
	100
	100





2.3.1.3 Navigation Messages
From the content of Sect. 2.3.1, it can be known that there are currently five signals with different frequency points in the BeiDou global satellite navigation system, and their navigation messages are also different. The corresponding relationship between the different types of satellites broadcasting signals and the types of navigation messages are as follows Table 2.10 shows.Table 2.10Correspondence table for satellite type, broadcast signal and navigation message type

	Signal type
	Navigation message type
	Satellite type

	B1C
	B-CNAV1
	BDS-3I
BDS-3 M

	B2a
	B-CNAV2

	B2b
	B-CNAV3

	B1I
B3I
	D1
	BDS-2I
BDS-2 M
BDS-3I
BDS-3 M

	D2
	BDS-2G
BDS-3G



	(1)
D1 Navigation Message and D2 Navigation Message

 





For B1I and B3I signals, due to differences in rate and structures, the navigation messages are divided into D1 navigation message (broadcast by MEO and IGSO satellites) and D2 navigation message (broadcast by GEO satellites). The D1 navigation message contains basic navigation information (basic navigation information of this satellite, all the satellite almanac information, and time synchronization information with other systems. The D2 navigation message contains basic navigation information and wide-area differential information (BeiDou system differential and integrity information and grid point ionospheric information).
The D1 navigation message rate is 50 bps and is further modulated by a secondary code, the Neumann-Hoffman code (NH code), at a rate of 1 kbps (referred to as NH code). The NH code is 20 bits long (0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 1, 0, 0, 0, 0, 1, 1, 1, 1, 0), with a period equal to the width of one navigation information bit, and the width of each 1-bit is the same as the period of the spread-spectrum code, which is modulated synchronously with spread-spectrum code and navigation information code in mode-2-sum form.
The D1 navigation message consists of a superframe, main frame and subframe. Each superframe is 36,000 bits long, consisting of 24 main frames (24 pages), taking 12 min. Each main frame consists of 5 subframes, each subframe has 10 words and each word includes 30 bits. Each word consists navigation message data and checksum. The first 15 bits of the first word in each subframe are coded without error correction, and the remaining 11 bits are encoded using a BCH(15,11,1) code plus interleaving for error correction, with a total of 26 bits; the other 9 words are encoded using a BCH(15,11,1) code plus interleaving for error correction, with a total of 22 bits. The simplified structure of the D1 navigation message frame is shown in Fig. 2.21 [5].[image: Diagram illustrating a hierarchical data structure in a flow chart format. At the top, a "Superframe" is labeled as 36000 bits and 12 minutes, containing multiple "Master frames" numbered 1 to 24, each 1500 bits and 30 seconds. Each "Master frame" includes several "Subframes" numbered 1 to 5, each 300 bits and 6 seconds. Each "Subframe" contains "Words" numbered 1 to 10, each 30 bits and 0.6 seconds. "Word 1" includes a 26-bit navigation message and a 4-bit check code. "Words 2 to 10" include a 22-bit navigation message and an 8-bit check code.]
Fig. 2.21D1 navigation message frame structure


The D2 NAV message is also composed of superframe, main frame and subframe. Each superframe is 180,000 bits long, consisting of 120 main frames with the same structure oas that the D1 message, taking a total of 6 min. The simplified structure of the D2 Navigation Message Frame is shown in Fig. 2.22 [5][image: Flow chart illustrating a hierarchical data structure. The top level is a "Superframe" consisting of 18000 bits over 6 minutes, divided into 120 "Master frames." Each "Master frame" is 1500 bits over 3 seconds, containing 5 "Subframes." Each "Subframe" is 300 bits over 0.6 seconds, composed of 10 "Words." The first "Word" is 30 bits over 0.06 seconds, with a "Navigation message" of 26 bits and a "Check code" of 4 bits. "Words" 2 to 10 are also 30 bits over 0.06 seconds, with a "Navigation message" of 22 bits and a "Check code" of 8 bits. Arrows and dashed lines indicate the flow and breakdown of data.]
Fig. 2.22D2 navigation message frame structure

	(2)
B-CNAV1 Message Format

 





The B-CNAV1 navigation message is broadcast in the B1C signal, with each message frame consisting of 1800 symbol bits, a symbol rate of 100 sps (symbols per second), a period of 18 s, and composed of 3 subframes. The frame structure before and after error correction coding is shown in Fig. 2.23 [10].[image: Diagram illustrating error correcting coding for data transmission. The top section shows "After error correcting coding" with a total of 1800 symbols over 18 seconds, divided into Subframe 1 with 72 symbols, Subframe 2 with 1200 symbols, and Subframe 3 with 528 symbols. The coding includes BCH(2,6)+BCH(51,8) and 64 scale LDPC (200,100) and (88,44). The bottom section shows "Before error correcting coding" with 878 bits, divided into Subframe 1 with 14 bits, Subframe 2 with 600 bits, and Subframe 3 with 264 bits, labeled from MSB to LSB.]
Fig. 2.23B-CNAV1 frame structure


Subframe 1 broadcasts the PRN number and the seconds of the hour (SOH), with a length of 14 bits before error correction coding, and a length of 72 symbol bits after BCH(21,6) + BCH(51,8) encoding. Subframe 2 broadcasts system time parameters, message data version number, ephemeris parameters, clock bias parameters, group delay correction parameters, and other system information. It has a length of 600 bits before error correction coding, and a length of 1200 symbol bits after LDPC(200,100) encoding. Subframe 3 broadcasts ionospheric delay correction model parameters, Earth orientation parameters, BDT-UTC time synchronization parameters, BDT-GNSS time synchronization parameters, medium-precision ephemeris, concise ephemeris, satellite health status, satellite integrity status indicators, space signal accuracy index, space signal monitoring accuracy index, and other information, divided into multiple pages. It has a length of 264 bits before error correction coding, and a length of 528 symbol bits after LDPC(88,44) encoding. Subframe 2 and Subframe 3 are each separately LDPC encoded and then interleaved.	(3)
B-CNAV2 message format

 





The B-CNAV2 navigation message is broadcast in the B2a signal, with each message frame consisting of 600 symbols, a symbol rate of 200 sps, a period of 3 s, and the frame structure before and after error correction coding is shown in Fig. 2.24.[image: Flow chart illustrating a communication technology timeline. The top section shows a sequence with "sync burst" and "K symbols" leading to " symbols" over a period of 80 symbols. Below, a scale indicates 10 milliseconds. The bottom section details bandwidth allocation: PRN at 4 kHz, Narrowband at 5 kHz, 500 kHz, Wideband at 250 kHz, and CRC at 2 kHz. Arrows indicate progression from MSB to LSB.]
Fig. 2.24B-CNAV2 Frame Structure


The first 24 symbols of each message frame are the frame synchronization header (fixed value 0xE24DE8), transmitted with the most significant bit first. Each message frame includes the PRN number, message type (MesType), Seconds of the Week (SOW), message data, and Cyclic Redundancy Check bits (CRC), totaling 288 bits before error correction coding. After undergoing 64-ary LDPC(96,48) encoding, the length becomes 576 symbols.	(4)
B-CNAV3 message format

 





The B-CNAV3 navigation message is broadcast in the B2b signal, including basic navigation information and basic integrity information. Each message frame has a length of 1000 symbols, a symbol rate of 1000 sps (symbols per second), a period of 1 s, and the frame structure before and after error correction coding is shown in Fig. 2.25 [9].[image: Flow chart illustrating a process with two main sections: "Before sequencing" and "After sequencing." The "Before sequencing" section includes steps like "Sample collection" and "RNA extraction." The "After sequencing" section details steps such as "Library preparation," "Sequencing," and "Data analysis." Arrows indicate the flow and sequence of steps, with additional notes on timeframes and specific methods used.]
Fig. 2.25B-CNAV3 frame structure


The first 16 symbols of each message frame are the frame synchronization header (fixed value of 0xEB90), sent with the most significant bit first. Each message frame includes the PRN number, message type (MesType), seconds of the week (SOW), message data, and cyclic redundancy check bits (CRC), totaling 486 bits before error correction coding. After 64-bit LDPC (162,81) encoding, the length becomes 972 symbols.


2.3.2 GPS Signal
2.3.2.1 GPS Signal Generation
GPS uses Code Division Multiple Access (CDMA) technology, modulating carriers with the same frequency. Different satellites use different pseudo-random codes to distinguish their signals. Each satellite signal uses direct sequence spread spectrum modulation with a pseudo-random code, as shown in Fig. 2.26.[image: Bar chart illustrating frequency bands for navigation systems. The chart is divided into two sections: Lower L-Band and Upper L-Band. Each section shows overlapping blue and pink bars representing Galileo Navigation Bands and GPS Navigation Bands, respectively. Key frequencies are labeled along the x-axis, including E5a, E5b, L2, and L1. The y-axis is labeled with frequency values. The chart highlights the overlap and separation between different navigation systems.]
Fig. 2.26GPS signal generation


As can be seen from Fig. 2.26, the signal sent by the GPS satellite to the user consists of two frequency components, L1 and L2, which have the same common frequency source and are generated by multiplying the fundamental frequency f0 by 154 and 120, respectively.f0=10.23MHzfL1=154f0=1575.42MHzfL2=120f0=1227.6MHz
 (2.43)


where fL1 and fL2 are the center frequencies of the GPS signals.
The satellite navigation messages D-code, pseudo-random code P(Y)-code, and C/A code use BPSK modulation on carrier signals L1 and L2. The P(Y)-code and C/A code are pseudo-random sequences with values of 0 and 1. The P(Y)-code has a rate of 10.23 Mbps, a length of 235469592765 × 103chips, a period of approximately 266 days and 9 h; the C/A code has a rate of 1.023 Mbps, a length of 1023 chips, and a period of 1 ms; the D-code is a navigation message code with a rate of 50 bps. The in-phase carrier component of the L1 carrier signal is modulated by the P(Y) ⊕ D composite code using BPSK, while the quadrature carrier component is modulated by the C/A ⊕ D composite code using BPSK. The L2 carrier signal can be modulated by the P(Y) ⊕ D composite code or the C/A ⊕ D composite code, and in some cases, only the P(Y) code is used. The specific choice depends on the control segment, but the composite code P(Y) ⊕ D is typically used.
The L1 signal emitted by the i th GPS satellite can be expressed asSL1it=AciCitDitcos2πfL1·t+φi+ApiPitDitsin2πfL1·t+φi
 (2.44)


where Aci and Api are the signal amplitudes, Pi(t) and Ci(t) are the P-code and C/A-code, respectively, Di(t) is the navigation message, and φi is the initial phase mainly due to phase noise and frequency drift.
The L2 signal emitted by the ith GPS satellite can be expressed asSL2i(t)=AL2iPi(t)Di(t)cos(2πfL2t+φi)
 (2.45)


where AL2i is the signal amplitude and φi is the corresponding initial phase.
Precise Positioning Services (PPS) is primarily military, and the user has access to all signals on L1 and L2 with full GPS accuracy. Since C/A codes are generally not available on L2, Standard Positioning Service (SPS, Standard Positioning Service) is primarily civilian and users cannot work dual-frequency. Single-frequency users cannot accurately measure the ionospheric delay and have lower positioning accuracy than dual-frequency users. Since the reception of P(Y) code requires a specialized auxiliary chip and key, SPS users generally only use C/A code on L1, and for reflection signal reception processing and applications, they also mostly use C/A code. Therefore, this book mainly focuses on introducing the C/A code signal on the L1. The C/A code, in addition to capturing satellite signals and providing pseudorange observations, the C/A code can also be used to assist in capturing the P-code.
The L1 frequency C/A code signal transmitted by GPS satellites reaches the ground with a maximum signal strength of −150 dBW and a minimum signal strength of −158.5 dBW. According to the ICD IS-GPS-200 M, the minimum receiving power of the L1 C/A code for the user is as follows.

2.3.2.2 GPS Satellite Signal Navigation Message Structure
The navigation message of a GPS satellite is the data basis used by receivers to determine the user’s position, speed, and time. It mainly includes: satellite ephemeris, clock corrections, ionospheric delay corrections, almanac and operational status information of other satellites in the GPS constellation, and information to assist in converting C/A code timing to P code timing. This information is transmitted in binary code format, framed according to specified formats, at a transmission rate of 50bps.
Each navigation message frame consists of 5 subframes, totaling 1500 bits (referred to as a long frame), taking 30 s. Each subframe is 300 bits long, taking 6 s, and includes 10 words of 30 bits each, with each bit taking 20 ms, corresponding to 20 C/A code cycles. Among them, The complete data for subframes 4 and 5 are transmitted over 25 consecutive frames; these 25 frames constitute a superframe. In these 25 frames, the 4th and 5th subframes of each main frame are also known as pages. The 1st, 2nd, and 3rd subframes broadcast the satellite’s clock correction parameters and broadcast ephemeris, while the 4th and 5th subframes broadcast the almanac data of all satellites, ionospheric correction parameters, and other system information, with 25 pages constituting a complete set of system information. Each subframe/page should contain a telemetry word (TLM) and a handover word (HOW), with the TLM being transmitted first, followed by the HOW, and then eight data words. Each word in the frame contains 6 bits of parity for error checking and 24 bits of information. The navigation message structure is shown in Fig. 2.27 [1], with detailed navigation message frame structure and content available in literature [13].[image: Diagram of a signal processing flow chart for a BPSK modulator system. The process begins with a frequency multiplier, multiplying by 120 and 154 to generate carriers at 120f₀ and 154f₀. These carriers are fed into BPSK modulators. A 90-degree phase shifter is applied to one path. Outputs are adjusted by -6dB and -3dB, then combined. A limiter and clock at f₀ are used, with a C/A code generator and data generator producing 50 bps data. The final outputs are at L1 frequencies of 1227.6 MHz and 1575.42 MHz.]
Fig. 2.27GPS navigation message structure


The telemetry code is located at the beginning of each subframe, appearing once every 6 s, with the first 8 bits being a sync header that identifies the start of each subframe, making it easier for users to recognize each subframe, fixed at 10001011. Bits 9 to 22 are meaningful only to authorized users, followed by 6 bits of parity. Within the GPS satellite system, there is a 29-bit counter that records the number of X1 epochs (1.5 s cycles) from the GPS epoch (midnight on January 6, 1980), with the top 10 bits representing the week number since the GPS epoch (modulo 1024) and the lower 19 bits being the Time Of Week (TOW) count, indicating the number of X1 epochs since the end of the previous week. The top 17 bits of the TOW counter make up the first 17 bits of the handover word (HOW), with a counting range from 0 to 100799, increasing by 1 every 6 s (1.5 s × 4), indicating the start time of the week for the next subframe, adding a GPS time stamp to each subframe, eliminating the ambiguity in timing due to the multiple values of the C/A code 1 ms epoch cycle. The first subframe’s message also includes the week number since the GPS epoch (modulo 1024, represented by 10 bits).[image: The image consists of two tables labeled as "Telemetry words." The first table shows a sequence from 1 to 30, with sections labeled "Sync code," "Telemetry codes," and "Parity." The sync code includes binary digits 1, 0, 0, 0, 0, 1. The second table ranges from 31 to 60, with sections labeled "Intra-week counter (truncated)," "Subframe ID," and "Parity," also showing binary digits 0, 0. Both tables illustrate the structure of telemetry data with emphasis on bit positions and labels.]

Figure 2.28 describes the relationship between the C/A code and GPS time. A C/A code receiver can use this relationship to determine the GPS signal transmission time of the received satellite signal, limited to within the base code time of a C/A code (977.5 ns), with the subdivision of the base code time achieved through the phase of the code NCO in the code tracking loop.[image: Flow chart illustrating a hierarchical data structure over time and frames. The chart shows three levels of subframes, each containing five subframes labeled 1 to 5. Arrows indicate the progression from one subframe to the next. The top axis represents time in seconds, ranging from 0 to 60, while the right axis indicates the number of frames, ranging from 1 to 33. Below the subframes, a data section is depicted with words labeled TLW, HOW, Word3 to Word10. Each word is further divided into bits, with Bit 1 to Bit 30 shown. The chart emphasizes the organization and flow of data over time and frames.]
Fig. 2.28The relationship between GPS C/A code and GPS time



2.3.2.3 Modernized GPS Signals
To maintain the technical leadership of the GPS system and sustain the momentum of the corresponding industries, the United States first proposed the GPS modernization plan in January 1999. Its main purposes include enhancing the competitiveness of GPS within the Global Navigation Satellite Systems (GNSS), and better protecting American interests; strengthening anti-jamming capabilities, etc.
The specifics of GPS modernization include the following three phases:	(1)
Launch of improved GPS Block IIR satellites broadcasting L2C

 





Adding C/A code broadcast on the L2 frequency, which has stronger data recovery and signal tracking capabilities compared to the previous civilian code, further improving navigation and positioning accuracy. Broadcasting P(Y) code on L1 and L2 frequencies and testing the new military code (M code) signal, allowing the U.S. military the right to interfere with or temporarily shut down other signals in a region during wartime, depriving the opponent of the right to use GPS signals. The M code signal uses Binary Offset Carrier (BOC) modulation, with a subcarrier frequency of 10.23 MHz and a code rate of 5.115 Mcps.	(2)
Launch of 6 GPS BLOCK IIF satellites

 





Based on the IIR satellite, further enhancing the power of M code transmission and adding a new civilian signal L5, with a frequency of 1176.45 MHz. To ensure global coverage of the M code, by 2008, at least 18 IIF satellites were operational in the air, and by 2016, the GPS satellite system was fully operational with these satellites, totaling 24 + 3.	(3)
Launch of GPS BLOCK III satellite

 





As of January 2022, The GPS Block III satellite launches are ongoing, with several satellites already in orbit. GPS BLOCK III satellites are a major upgrade to the existing constellation, providing three times the accuracy and eight times the immunity to interference of previous satellites. In addition to new civil signal, the five GPS III satellites in orbit have completed space testing of M-code and further enhanced their anti-jamming capabilities.
P-code and M-code are used by the U.S. military and special users. Civilian GPS signal resources include three carriers (L1, L2, L5) and five signals (L1 C/A, L1C, L2C, L5, and the semi-codeless L2 P(Y) for authorized users).
L2C signal modulation has two types of pseudocodes: CM code and CL code. The CM code is 10230 bits long, with a code rate of 511.5 kbps and a code period of 20 ms. CL code is a ranging code, 767,250 bits long, with a code rate of 511.5 kbps and a code period of 1.5 s [13]. The message data rate modulated on the L2C is 25bps, using a convolutional code with a coding efficiency of 1/2. CNAV (Civil Navigation) allows the control section to specify the data sequence, allocating time for each message content.
Carrier L5, at the frequency fL5=115f0=1176.45MHz, is used only on satellites IIF, GPS III, GPS IIIF, and subsequent satellites, and is modulated by a composite sequence generated from pseudo-random noise ranging codes, synchronization sequences, and downlink system data (referred to as L5 CNAV data), and their quadrature-phase sequences. Two PRN ranging codes are transmitted on L5: the I5 code and the Q5 code, and the I path modulates the navigation data at a pseudo-code rate of 10.23 MHz and a navigation data rate of 50 bps, which is converted to a 100 bps stream after using a convolutional code with a coding efficiency of 1/2. The Q path does not modulate the navigation data. The L5C signal power for Block IIF and Block III/IIIF is −157.9 dBW and −157.0 dBW, respectively [7] (Table 2.11).Table 2.11The minimum signal power that the user receives

	Satellite
	Signal

	I5
	Q5

	Block IIF
	−157.9 dBW
	−157.9 dBW

	GPS III/IIIF
	−157.0 dBW
	−157.0 dBW




The L1C signal is mainly composed of two parts, the guide signal L1CP without any data modulation and L1CD with data modulation. The data on L1CD is represented as DL1C (t) and consists of the satellite ephemeris, system time, system time offsets, satellite clock behavior, status information, and other data information modulated by (BOC) (1,1). The L1CP signal is modulated as TMBOC and consists of BOC (1,1) and BOC (6,1) [8] The nominal frequency of L1C is 1575.42 MHz, with an L1C code rate is 1.0229999999954326 MHz.
The GPS signals emitted by each type of satellite under the GPS modernization program are shown in Table 2.12.Table 2.12Signals emitted by various types of satellites

	Satellite
Signal
	IIA
	IIR
	IIR-M
	IIF
	GPS III
	GPS IIIF

	L1 C/A
	√
	√
	√
	√
	√
	√

	L1 P(Y)
	√
	√
	√
	√
	√
	√

	L1 M
	 	 	√
	√
	√
	√

	L1 C
	 	 	 	 	√
	√

	L2 C
	√
	√
	√
	√
	√
	√

	L2 P(Y)
	√
	√
	√
	√
	√
	√

	L2 M
	 	 	√
	√
	√
	√

	L2 C/A
	√
	√
	√
	√
	√
	√

	L5 C
	 	 	 	√
	√
	√




The modernized L1 signal includes C/A code, P(Y) code, L1C code and L1M code. The L2 signal includes C/A code, P(Y) code, L2C code and L2M code, and the L5 signal includes L5C code. Taking L1 as an example, its signal power spectrum is shown in Fig. 2.29.[image: Flow chart illustrating a hierarchical data structure. The top level shows a sequence labeled "6s = 10 word = 300 bit" with boxes for TLW, HOW, and Words 3 to 10. Arrows connect to the next level labeled "600ms = 30 bit," with boxes for Bit 1, Bit 2, and Bit 30. Further arrows lead to "20ms = 1 bit," showing C/A periodic codes 1 to 20. The final level, "1ms = 1023 C/A code chip i," displays C/A basecodes 1 to 20. The chart visually represents the breakdown of data into progressively smaller units.]
Fig. 2.29Power spectrum of the modernized L1 signal


The M code and P code are for military use, and civilian users cannot utilize their signal characteristics to enhance navigation and positioning service performance. However, in the application of reflective signal remote sensing, it is possible to utilize their bandwidth advantage for high-performance remote sensing detection without knowing their code structure.


2.3.3 Other Satellite Navigation Signals
2.3.3.1 GLONASS
The GLONASS system uses Frequency Division Multiple Access (FDMA) technology to differentiate between each satellite, with the L1 signal centered at 1602 MHz and adjacent channels spaced 562.5 kHz apart (~1597–1606 MHz), and the L2 signal centered at 1246 MHz and adjacent channels spaced 437.5 kHz apart, with the values of the individual carrier frequencies beingfL1=1602+K×0.5625MHzfL2=1246+K×0.4375MHz
 (2.46)


where K = −7, −6, …, 5, 6 are the band numbers (Fig. 2.30).[image: Chart showing power spectral density in dBW/Hz versus frequency offset with a center frequency of 1575.42 MHz. Multiple colored lines represent different signals: L1 C/A in red, L1 P(Y) in blue, L1M in green, and L1C in purple. The x-axis ranges from -20 to 20 MHz, and the y-axis ranges from -95 to -55 dBW/Hz.]
Fig. 2.30GLONASS satellite signal spectrum versus GPS


Both L1 and L2 carriers in the GLONASS system are modulated with high-precision P code, while the low-precision C/A code appears only on L1. The C/A code rate is 511 kHz, with a code length of 511 and a code period of 1 ms, symbol width of about 2us (equivalent distance of approximately 586 m), and data modulation rate of 50bps. The P code rate is 5.11 MHz, for military use and encrypted. Figure 2.31 shows the generation process of the GLONASS signal.[image: Chart comparing GPS and GLONASS signals. The left side shows a pink curve representing the GPS L1 C/A signal centered at 1575.42 MHz with a bandwidth of less than 2.046 MHz. The right side displays multiple green peaks representing the GLONASS L1 C/A signals, each with a bandwidth of 0.5625 MHz, centered around 1602 MHz to 1605.375 MHz. Text in the image includes frequency values and descriptions in both English and another language. The x-axis is labeled "Frequency," and the y-axis is labeled "Power (dBc/Hz)."]
Fig. 2.31Generation of the GLONASS signal



2.3.3.2 GALILEO System
As shown in Fig. 2.32, Galileo navigation signals occupy four frequency bands, E5a, E5b, E6 and E1, with their frequency at 1176.45 MHz, 1207.14 MHz, 1278.75 MHz and 1575.42 MHz, respectively [5]. The E5a, E5b and E1 bands partially overlap with the L2 and L1 bands of GPS, which is beneficial for compatibility between the two systems. The signal power flux density proposed by the Galileo system protects aeronautical navigation services and allows for Radio Navigation Satellite Services (RNSS) in the lower L-band.[image: Diagram illustrating a flow chart for a communication system. The chart shows multiple signal inputs, including a sinusoidal signal and modulated signals at different frequencies. These inputs are processed through various nodes, represented by circles with mathematical symbols like plus and multiplication signs. The signals are combined and routed through different paths, leading to outputs labeled as "I/Q signal" and "Mobile controller." The diagram includes labels such as "Subcarrier node," "Manipulation node," and "High-power node," indicating different stages of signal processing.]
Fig. 2.32Galileo frequency design


Galileo satellites transmit signals on four different carrier frequencies within the 1.1–1.6 GHz band. Figure 2.33 shows the modulation methods and spectrum structures of signals in each band [4].[image: 3D plot showing three subfigures with wave-like patterns. The first subfigure on the left is in blue, labeled with ES and ES(a), and spans a range of 100.6 to 102.4 MHz. The middle subfigure is in blue and red, labeled with Eb and Eb-a, covering 107.2 to 109.0 MHz. The right subfigure is in yellow, labeled with E1 and E1-a, spanning 110.8 to 112.6 MHz. Each subfigure has peaks and valleys, indicating variations in data across the frequency range.]
Fig. 2.33Galileo signal spectrum structure and modulation mode

	(1)
E1 is centered at 1575.42 MHz. The E1 Open Service (OS) signal is modulated using CBOC(6,1,1/11), including the E1-B signal that carries data components (error-corrected to 250sps) and the E1-C signal that carries no data component. The data rate of the OS signal is 125bps.

 

	(2)
E5a and E5b are centered at 1176.45 MHz and 1207.14 MHz, respectively, and transmitted at a center frequency of 1191.795 MHz after AltBOC multiplexing. The E5 signal consists of four parts modulated by AltBOC(15,10): E5a-I carrying F/NAV navigation data (data rate of 25bps, symbol rate of 50sps) and the data-less pilot E5a-Q, E5b-I carrying I/NAV navigation data (data rate of 125bps, symbol rate of 250sps) and the data-less pilot E5b-Q.

 

	(3)
E6 is centered at 1278.75 MHz. The E6 signal includes a BOC(10,5) (pending) signal for channel A, a BPSK(5) signal for channel B, E6-B (carrying data with a data rate of 500bps), and a BPSK(5) signal for channel C, E6-C (data-less).

 





The minimum and maximum power levels of Galileo system signals received on the ground by users are as follows [19]:-155.25dBW∼-150dBW(E5a/b,E6)


-157.25dBW∼-152dBW(E1)






2.4 Summary
This chapter has introduced the spread spectrum principle of GNSS navigation satellite signals and their various modulation methods. Since the most widely applied signals currently are those of GPS and BeiDou navigation satellite systems, this chapter has also provided detailed introductions to them. As satellite navigation systems continue to be built and upgraded, the applications of other navigation systems will become increasingly widespread. Readers are encouraged to refer to relevant materials for more information.

[image: Logo: Creative Commons license CC BY-NC-ND]Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License (http://​creativecommons.​org/​licenses/​by-nc-nd/​4.​0/​), which permits any noncommercial use, sharing, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if you modified the licensed material. You do not have permission under this license to share adapted material derived from this chapter or parts of it.
The images or other third party material in this chapter are included in the chapter's Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
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Signals transmitted by navigation satellites reach the receiver antenna through the propagation path, are then amplified by the RF front-end, down-converted in frequency, and transformed from Analog to Digital (A/D) before entering the correlator for correlation processing. This process generates raw observational data from which the final positioning results can be calculated. This chapter uses the L1 C/A code signal of the GPS system as an example, starting from the signal model at various reference points of the receiver, to introduce the methods for receiving and processing GNSS signals.
3.1 Signal Model
A correct signal model is the basis and prerequisite for conducting in-depth theoretical analysis and for rational, efficient engineering design. This section establishes the signal model for key reference points of the GPS receiver from several aspects: the RF (Radio Frequency) signal received by the GPS receiver antenna, the digitized signal output from the RF front-end, and the correlation computation results output by the digital correlator.
3.1.1 Mathematical Description
This chapter focuses on the mathematical description of the direct signal; the description of the reflected signal model is given in the next chapter.
Since the GNSS signal can be viewed as a quasi-monochromatic, phase-modulated spherical wave signal, the direct signal at the receiving point R can be expressed asEdR,t=ARFRdat-RdcexpikRd-2πifLt
 (3.1)



ARF(Rd) is the amplitude level of the received satellite RF signal, Rd denotes the distance from the transmitting point T to the receiving point R as a function of time. at is the GNSS modulated signal, c is the speed of light, and i2=-1. k=k(fL)=2πfL2πfLcc denotes the number of carriers between the transmitter (i.e., satellite) and the receiver, and fL is the GNSS L-band carrier frequency. The signal amplitude is ARFRd=PRd and PRd is the signal power at the distance from the satellite Rd, denoted asPRd=Grλ24π2PtGtLfRd2
 (3.2)


where PtGt is the satellite transmit power, i.e., Effective Isotropic Radiated Power (EIRP), Gr is the receive antenna gain, Lf is the atmospheric loss, etc., and λ is the carrier wavelength, and so Eq. (3.1) is re-expressed asEdR,t=A1Rdat-RdcexpikRd-2πifLt
 (3.3)


where A is the magnitude factor.A=PtGtGrλ2Lf4π2
 (3.4)




3.1.2 Reception and Digitization
The process of satellite signal reception and digitization is shown in Fig. 3.1.[image: Diagram of a radio frequency (RF) signal processing flow chart. The process begins with an antenna receiving an RF signal, is given by \(x_{RF}(t) = s_{RF}(t) + \eta_{RF}(t)\). The signal passes through a band-pass filter (BPF) and a low-noise amplifier (LNA). It is then mixed with a local oscillator frequency \(\omega_{LO}\) from a frequency synthesizer. The mixed signal goes through another BPF, followed by a variable gain amplifier. An automatic gain control (AGC) loop adjusts the gain. The processed signal \(x_{IF}(t)\) is converted to a digital signal \(x(nT_s)\) by an analog-to-digital converter (ADC).]
Fig. 3.1Satellite signal reception and digitization



Considering first the L1 RF signal modulated with C/A code transmitted by a single satellite, the LOS (Line Of Sight) signal arriving at the phase center of the receiver antenna at GPS time t can be expressed as [1].SRF(t)=ARFtDt-τtCt-τtcosϕt
 (3.5)


where ARFt denotes the received RF signal amplitude level of the satellite, D[⋅] denotes the broadcasted navigation message data of the satellite, C[⋅] denotes the civil PRN code (GPS C/A code) signal of the satellite, ϕt denotes the received carrier phase, and τt denotes the path of the PRN code signal modulated on the GPS L1 carrier that is emitted from the phase center of the satellite antenna to the phase center of the receiver antenna. Propagation group delay, i.e., the spatial propagation delay of the code phase.
According to ICD-GPS-200C, in the signals broadcast by GPS satellites, the time information in the navigation message and the phase state of the tuned signals are determined by the respective satellite clocks, and the difference between the satellite clocks and the GPS time (estimated by the ground monitoring system) is released in the first subframe of the satellite navigation message [2]. At the start of each GPS week epoch determined by GPS satellite time, the satellite signal resets to the initial phase state, i.e., at the beginning of the first page, the first frame, the first subframe, the first word, the first bit, the first PRN code cycle, and the start of the first chip. This enables the determination of the moments corresponding to D[⋅] and C[⋅] in the satellite signal. It is through the tracking and estimation of ϕt and τt in the received signals, and with the help of the time information in the demodulated D[⋅], the receiver calculates the code pseudo-distance and the carrier phase observation, and thus solves the user's position information.
The LOS signal spatial propagation group delay τt consists of the vacuum propagation delay τvacct and additional group delays in the atmosphere (mainly the ionospheric additional group delay τionot and the tropospheric additional group delay τtropt), namelyτt=τvacct+τionot+τtropt
 (3.6)



In practical applications, the electromagnetic waves received by GPS receiver antennas include thermal noise and various RF interferences, such as interference from the same satellite's P code signal, multipath interference from other satellites of the same constellation/system, interference from different frequency signals of the same constellation/system, interference from other satellite navigation systems, interference from other wireless systems, cosmic radiation, and various man-made interferences. The RF noise and interference, besides the useful signal received by the antenna, are usually modeled as Additive White Gaussian Noise (AWGN), selecting the output end of the passive antenna, the input end of the receiver's Low Noise Amplifier (LNA) (or the input end of the LNA in an active antenna) as a reference point, represented as the sum of an L1 C/A code signal from a certain GPS satellite and additive white Gaussian noise.xRF(t)=SRF(t)+nRF(t)
 (3.7)


where nRF(t) denotes the additive Gaussian white noise with a bilateral power spectral density of N0/2.
The carrier-to-noise ratio at the LNA input isCNRRF=ARF2t¯2N0
 (3.8)



The analog Intermediate Frequency (IF) signal after downconversion, filtering, and amplification by the RF front-end is expressed as followsxIF(t)=AIFtDt-τtCt-τtcosϕIFt+nIF(t)
 (3.9)


where AIFt denotes the amplitude level of the analog IF signal and ϕIF(t) denotes the carrier phase of the analog IF signal, is given byϕIF(t)=∫0tωIF+ωdtdt+ϕ0+ϕrhw
 (3.10)



ωIF=ωL-ωLO denotes the downconverted analog IF, ωd is the Doppler shift due to the relative motion between the satellite and the receiver, ϕrhw denotes the phase deviation caused by the receiver's local oscillator, filters, etc., and ϕ0 is the initial phase.
The noise term is a narrowband Gaussian noise, which can be expressed as the sum of the in-phase and quadrature components.nIF(t)=ncIF(t)cosωIFt+nsIF(t)sinωIFt
 (3.11)



Equation (3.9) is sampled by the A/D converter asxIF(nTs)=SIF(nTs)+nIF(nTs)=AIFnTsDnTs-τnTsCnTs-τnTscosϕIFnTs+ncIF(nTs)cosωIFnTs+nsIF(nTs)sinωIFnTs
 (3.12)


where Ts=11fsfs is the sampling period, fs is the sampling frequency, and n is the serial number of the sampling moment. The reference epoch of the n th sampling period is taken as its midpoint, i.e.t0n=n+12Ts
 (3.13)



The phase term can be expressed asϕIFnTs=ωIF+ωdnTsnTs-t0n+ϕIFt0n
 (3.14)



Without considering the quantization error, letAn=CDAIFnTsτn=τnTsωdn=ωdnTsϕn=ϕIFt0n
 (3.15)


where CD is a scaling factor representing the conversion from the analog signal's amplitude level (in Volts) to the digital value after quantization and any amplification in the digital IF stage, then the A/D converter output by sampling and quantization of the digital IF signal can be expressed as followsSIF(n)=CDSIF(nTs)=AnDnTs-τnCnTs-τncosωIF+ωdnnTs-t0n+ϕn
 (3.16)



Due to the frequency conversion effect of the sampling process itself, the center frequency of the carrier tracked by the baseband processing part of the receiver is not necessarily fIF, but the center frequency of a mirror spectrum formed by sampling fa. If this mirror is the original SIF(t) bisector spectrum of the positive frequency part of the translation, the digital IF signal output from the A/D converter can be expressed ass(n)=AnDnTs-τnCnTs-τncosωa+ωdnnTs-t0n+ϕn
 (3.17)



If the mirror image selected for tracking is a translation of the negative-frequency portion of the original SIF(t) bilateral spectrum, a Doppler shift and phase inversion occurs, i.e., thes(n)=AnDnTs-τnCnTs-τncosωa-ωdnnTs-t0n-ϕn
 (3.18)



Similarly, the noise at the useful mirror frequency at the output of the A/D converter can be expressed asn(n)=ncncosωanTs+nsnsinωanTs
 (3.19)



In the formula, ncn=CDncIFnTs,nsn=CDnsIFnTs.
Let the bilateral power spectral density of n(n) be n0n022, then the carrier-to-noise ratio of the digital IF x(n)=s(n)+n(n) output from the RF front-end isCNRIF=An2¯2n0
 (3.20)




3.1.3 Correlation Operations
Due to GPS signals being submerged in noise, it is necessary to perform correlation operations to correctly extract the signal. In the digital reception channel of the receiver, the input digital signal is correlated with a locally generated signal using a correlator, which can be an active time-domain correlator composed of a multiplier and an integrator/accumulator (referred to as MAC correlator), or an equivalent structure of frequency domain multiplication or a matched filter. This section derives the output of correlation operations based on the MAC correlator, and the signal expression of its results is also applicable to correlators of other structures. Figure 3.2 shows the schematic diagram of a MAC correlator.[image: Flow chart illustrating a signal processing system. The process begins with an "Input" leading to a 90-degree phase shift. The signal is then mixed with outputs from a "Local oscillator" and processed through multiple mixers labeled E, P, and L. These signals are integrated and dumped before being analyzed by a "Code discriminator." A "PRN code generator" interacts with the mixers, and the system is further refined by a "Loop filter" and "Phase discriminator." Arrows indicate the flow of signals between components.]
Fig. 3.2MAC correlator structure



As shown in the figure, the digital signal input into the correlator can be a real signal, or a complex signal in the form of in-phase (I) and quadrature (Q). First, in the carrier mixer, it is multiplied by the local carrier generated by the Numerically Controlled Oscillator (NCO) (achieving carrier stripping), and the baseband I/Q sampling values generated are then correlated with the locally regenerated early, prompt, and late codes (achieving code stripping, i.e., despreading). Additionally, the locally regenerated codes used here are produced by a code generator and a 3-bit shift register under the control of the code NCO. When both the carrier loop and the code loop reach the tracking state, the output of the accumulator remains near its maximum value. The receiver demodulator output Signal-to-Noise Ratio (SNR) is the product of the input SNR and the PRN code despreading gain. In this state, the local PRN code phase and carrier phase (or phase difference) form the basis of the receiver's positioning measurements.
First, consider the signal in the I branch, where the locally generated carrier multiplied by the pseudocode signal issln=AlCnTs-τ^+δcosω0+ω^dnTs+ϕ^n
 (3.21)


where Al is the local signal amplitude. For the ahead, immediate, and lag local code branches, respectively, δ=d2·Tc, δ=0, δ=-d2·Tc, and d are the correlation spacing, which is also the phase difference between the local ahead and lag codes, in units of chips  (Tc). τ^ is the local code delay estimate, ω^d is the local Doppler estimate, and ϕ^n is the carrier phase, which is generally taken to have an initial value of zero.
The product of the received signal and the local signal isIn=snsln=AnAlDnTs-τnCnTs-τnCnTs-τ^+δ·cosω0+ωdnTs+ϕncosω0+ω^dnTs+ϕ^n
 (3.22)



The sampling frequency within an integration period is fixed, and the clear control signal used at the end of integration is controlled by the code NCO. Due to the effect of Doppler, the values of each integration period may differ, with the actual integration period beingT=T01+f^df^dfL1fL1
 (3.23)


where T0 is the standard C/A code period. In order to complete the relevant operations, it is necessary to integrate the Eq. (3.22), and let the receiving code and the local code are basically aligned, i.e., τ^-τn<Tc, then omitting the high-frequency term can be obtained as followsIk=AnAl2∑n=k-1TkTDnTs-τCnTs-τCnTs-τ^+δcosΔωdnTs+Δϕk
 (3.24)


where, Δωd=ω^d-ωd is the carrier Doppler angular frequency estimation error, Δϕk=ϕ^k-ϕk is the carrier phase estimation error, set the data bits do not change during the integration period, and the cumulative form is converted into the integral form to getIk≈AnAlDk2Ts∫k-1TkTCt-τCt-τ^+δcosΔωdt+Δϕkdt
 (3.25)



Further collation yieldsIk≈AnAlDk2TsRε·∫k-1TkTcosΔωdt+Δϕkdt=AnAlDk2Ts·Rε·sinΔωdt+Δϕkk-1TkTΔωd=A·Dk·Rε·SaΔfdπT·cosθk
 (3.26)


where A=AnAlT2Ts, Dk are the data bits, R· is the pseudocode autocorrelation function, Sa·=sin··, ε=Δτ-δ is the code phase estimation error, Δτ=τ^-τ is the code delay estimation error corresponding to the instantaneous branch, θk=Δωdk-12T+Δϕk, and identicallyQk≈A·Dk·Rε·SaΔfdπT·sinθk
 (3.27)



For the noise term, it is analyzed mainly by its statistical properties and its magnitude relative to the signal power (i.e., signal-to-noise ratio or carrier-to-noise ratio). As can be seen in Fig. 3.2, the noise sample value INn fed to the accumulator is the result of multiplying the IF noise sample value with the local carrier and local code. The bilateral power spectral density of the IF noise is known to be n0n022, the precorrelation bandwidth 2B and sampling rate  fs are large enough with respect to the code rate, the equivalent noise bandwidth after sampling, carrier stripping and code correlation can be taken as fs According to the literature [3, 4]. There areEINi2=An24n0fs
 (3.28)



Assuming that the noise samples are uncorrelated, they still obey a Gaussian distribution after being summed up, with a mean value ofEINi=E∑n=n0in0i+Ni-1INn=0
 (3.29)



The variance isDINi2=D∑n=n0in0i+Ni-1INn2=An24n0fsTiTs
 (3.30)



Similarly, the noise power in the ith accumulated value output from the Q branch isEQNi2=EINi2=An24n0fs
 (3.31)





3.2 Acquisition and Tracking
Spread spectrum receivers generally complete despreading before demodulation to achieve a certain Signal-to-Noise Ratio (SNR) gain. The necessary condition for despreading is the synchronization of the received signal with the local code signal and carrier signal. The first step in the synchronization process, known as signal acquisition , refers to the process where the receiver searches for and captures the GPS satellite signal and brings the code phase and Doppler within the pull-in range of the tracking loops. Through a search process, the receiver identifies the satellite number of the received signal and makes a rough estimate of the phase of the satellite's PRN code and the carrier Doppler, then uses these estimates to initialize the tracking mode.
3.2.1 Acquisition
The acquisition system usually includes three parts: the correlator, signal detector, and search control logic. The various implementation options for these three components determine the different signal acquisition/detection methods and their characteristics.
The local GPS receiver needs to generate the captured satellite's PRN code, moving the phase of this regenerated code at a specific interval until it aligns with the satellite's PRN code. The correlation process between the satellite's transmitted PRN code and the receiver's local code has the same characteristics as the PRN code's autocorrelation process. The maximum correlation value occurs when the locally generated (or regenerated) code aligns in phase with the input satellite code. When the phase of the regenerated code shifts by more than one chip to either side from the phase of the input satellite code, the correlation value is minimal. This is the criterion for GPS receivers to detect satellite signals in the code phase domain while capturing satellite signals. Since the carrier frequency of the received signal includes Doppler shift, satellite signal detection also involves searching within the carrier phase domain. Therefore, the acquisition process of a certain GPS satellite signal can be viewed as a two-dimensional signal search process.
After the receiver determines which satellites each channel needs to search for according to a certain satellite selection logic, the synchronization acquisition process can be viewed as a binary hypothesis testing problem (also known as a binary decision detection problem) to verify/judge whether the signal from the satellite appears. According to the statistical detection theory of random signals, the optimal criteria for binary decision detection, such as the Bayes criterion, the minimum error probability criterion (including the maximum a posteriori probability criterion), the minimax criterion, and the Neyman-Pearson criterion, can all be used to form the decision logic of the signal detector. H0 and H1 are used to denote the signals “not present” and “present” respectively, and after n observations of the signal to obtain the observation vector y = (y1, y2,… yn), the Bayesian judgment requires the “ cost” and average risk also known as the Bayes risk to be extremely small, and thus requires knowing both the prior probabilities of H0 and H1 and the cost factors of the two types of errors (false alarms for misjudging H0 as H1 and missed alarms for misjudging H1 as H0). The minimum error probability criterion and the minimax criterion require knowledge of the a priori probability. The Neyman-Pearson judgment does not require these conditions and seeks to maximize the detection probability PD=PH1H1 given the false alarm probability PF=PH1H0. In GPS receivers, since false alarms cause false locks, it is important to limit PF to be small enough; at the same time, it is desirable that PD be as large as possible in order to detect signals as they come in and to reduce capture time. All of the above criteria can be summarized in the following likelihood ratio criterion:Λy=pyH1pyH0=p1yp0yH1><H0ψ
 (3.32)



Different decision criteria only affect the size of the corresponding decision threshold ψ.
As analyzed in Sect. 3.1, the signal received by the GPS receiver is a random parameter signal (its amplitude, phase, arrival time, and Doppler shift are either random or unknown non-random quantities). According to signal detection and estimation theory, by calculating the likelihood ratio, it can be inferred that the optimal detection system structure is an orthogonal receiver, or equivalently, a non-coherent matched filter connected in series with an envelope detector, where the envelope detector can also be replaced with a power detector (also called a square-law detector or energy detector). The test statistic (also called the detection quantity or decision variable) of the optimal detection receiver is a monotonic function of the likelihood ratio, obtained in an orthogonal receiver through the correlation (i.e., multiplication and integration) operations and square (or envelope) operations of the I and Q channel input signals with the local signal. The peak of the detection statistic (i.e., the correlation output) indicates the local code phase and Doppler frequency that best match the received signal, providing the receiver's initial estimates of these parameters.
In GPS receivers, the detection quantities are constructed as the results of the correlation operations Ik and Qk, e.g., the squared detection quantities without considering noise areI2k+Q2k=A2R2εSa2ΔfdπT
 (3.33)



(Note: D2k=1).
The maximum Doppler shift of GPS satellites relative to a stationary receiver on the Earth's surface is about ±5 kHz. Considering the dynamics of the receiver, the dynamic range of the Doppler shift can reach ±10 kHz. The maximum Doppler shift value (10 kHz) is much smaller than the code rate (C/A code 1.023 MHz). When the time delay difference is within one chip, (D(k)) is approximately 1, and the coupling of time delay and Doppler shift can be considered negligible. The joint effect of code delay and Doppler shift on the amplitude of the correlation value is shown in Fig. 3.3.[image: 3D plot showing a surface graph with axes labeled "Doppler shift/kHz," "Code Phase (chip)," and "Normalized correlation amplitude." The surface is color-coded, transitioning from blue at the base to red at the peak, indicating varying correlation amplitudes across different Doppler shifts and code phases. The grid lines provide a reference for the data points on the plot.]
Fig. 3.3Influence of delay and doppler shift on the amplitude of correlation values



When there is no Doppler shift, the impact of the code time delay on the correlation value is shown in Fig. 3.4; when the pseudocode is fully aligned, the effect of the Doppler shift on the correlation value is shown in Fig. 3.5.[image: Graph showing the relationship between code piece delay and normalized correlation amplitude in decibels (dB). The x-axis represents Code Delay / Chips, ranging from 0 to 1, while the y-axis shows normalized correlation amplitude, ranging from 0 to -40 dB. The curve demonstrates a downward trend, indicating a decrease in amplitude as delay increases.]
Fig. 3.4No doppler shift


[image: Graph showing a parabolic curve representing normalized correlation amplitude in decibels (dB) versus code piece delay. The x-axis ranges from -1000 to 1000, labeled as "Code Piece Delay/Each," and the y-axis ranges from -20 to 0, labeled as "Normalized Correlation Amplitude/dB." The curve peaks at the center, indicating maximum correlation at zero delay.]
Fig. 3.5Pseudocode fully aligned



As can be seen in Fig. 3.3 through Fig. 3.5:	(1)
When the Doppler shift is fixed, in the code phase direction, the amplitude of the signal correlation value presents the autocorrelation function pattern of the pseudocode sequence; when the delay is fixed, in the Doppler shift direction, the amplitude of the signal correlation value presents the sampling function pattern.

 

	(2)
When there is no Doppler shift and the phase offset between the received pseudocode signal and the local pseudocode signal is 1/2 chip,the magnitude of the correlation value decreases by 6 dB; whereas, when the pseudocode is perfectly aligned, a Doppler shift of ±500 Hz results in a 4 dB decrease in the energy of the correlation value. This means that the signal correlation peak can only be effectively detected within a small range of Doppler shifts and code phase.

 

	(3)
The coupling effect of delay and Doppler shift on the correlation value is very small, and the Doppler effect on the code rate can also be neglected, so the capture of C/A code signals can consider delay and carrier Doppler shift separately.

 





GPS signal acquisition, as a two-dimensional search process, uses a specific algorithm to traverse all possible PRN code phase units (corresponding to the distance dimension) and carrier Doppler units (corresponding to the velocity dimension). Whether the signal appears is determined by whether the correlation peak exceeds a preset threshold. This exhaustive search strategy can be implemented as a serial sequential search, a parallel search using multiple correlators, or a hybrid approach.
For GPS applications, the false alarm probability and detection probability generated by a single decision generally do not meet performance requirements. Therefore, methods with verification logic, such as the dwell time method (e.g., N-out-of-M search detector) or the variable dwell time method (e.g., Tong search detector), are usually employed to improve performance [5].
Based on different acquisition methods in the time and frequency domains, GNSS signal acquisition can be divided into the following four strategies:	(1)
Code serial, carrier serial search method

 





This method uses a single correlator to perform serial searches on code phase and carrier Doppler. The process is as follows: first, preset a roughly estimated carrier Doppler frequency, and at this Doppler frequency point, move the local code by one code phase unit (usually half a chip) each time. After shifting, perform a correlation operation with the input signal. If the result exceeds the set acquisition threshold, the acquisition is successful, and the corresponding code phase and carrier frequency are recorded for subsequent signal tracking. If the threshold is not exceeded, the local Doppler preset remains unchanged, and the process of moving the local code by half a chip is repeated. If the signal is not captured after moving the local code through one code period, change the local Doppler value to the next unit and repeat the above process with code phase unit movement until successful. Figure 3.6 shows the schematic diagram of the code serial, carrier serial search principle.[image: Flow chart illustrating a signal processing system. The process begins with an "Input signal" entering a mixer. The mixer receives inputs from two sources: "Carrier NCO" and "Code NCO." The output from the mixer is sent to a "Correlator," which then connects to "Detection logic." Feedback loops are present from the "Detection logic" to both the "Carrier NCO" and "Code NCO." The chart represents the flow and interaction of signals within the system.]
Fig. 3.6Principle schematic diagram of code serial, carrier serial search



The advantage of this method is its simple hardware circuitry and ease of implementation, but the downside is the long acquisition time. When the code phase unit is set to half a chip (as in the following search methods), the time required to search the entire pseudocode and carrier Doppler range is (Tp × N × 2) × (F/∆f), where Tp is the pseudocode period, N is the code length, F is the carrier frequency range, and ∆f is the Doppler frequency unit during the search process.
this method is suitable for situations where hardware resources are limited and acquisition time is not critical. In addition, it is more commonly used for occasions where accurate a priori information can be provided.	(2)
Search method for code-serial carrier parallelism

 





This method employs a single code generator for serial code search, while utilizing Nf carrier correlators for parallel search across the carrier Doppler spectrum. Nf carrier correlators generate carriers of different frequencies, the number of which is related to the capture range. The code movement process is the same as in the code serial, carrier serial method. At each code phase, the correlation values for Nf frequency points are checked simultaneously. If any exceeds the threshold, the current code phase and the Doppler value corresponding to this correlation value are taken as the pseudocode phase and carrier Doppler estimates; otherwise, the code phase is moved by half a chip and the process is repeated. The principle schematic diagram is shown in Fig. 3.7.[image: Flow chart illustrating a signal processing system. The process begins with an input signal combined with a local code and NCO at a mixer. The output is directed to multiple carrier correlators labeled 1 through N, which feed into detection logic. Arrows indicate the flow of information through the system.]
Fig. 3.7Principle schematic diagram of code serial, carrier parallel search



The advantage of this method is its fast acquisition speed, which can be achieved without any prior information, typically taking Tp × N × 2, proportional to the code length; however, its hardware complexity is largely independent of the code length, allowing compatibility with various code lengths under the same hardware conditions.	(3)
Pseudocode parallel, carrier serial search method

 





This method uses Nc independent code correlators, where, under normal circumstances, the code phase of each correlator is sequentially offset by half a chip from each other. All Nc code correlators share a single carrier Numerically Controlled Oscillator (NCO), with the carrier Doppler being searched in a serial scanning manner. Assuming that the Doppler frequency unit during the search is Δf=1/Tc, the Doppler range of ±10 kHz is divided into 20 kHz/Δf intervals. After scanning each interval, the maximum value of Nc correlators is taken and compared with the capture threshold. If it is below the threshold, the search moves to the next interval; if it exceeds the threshold, the acquisition is deemed successful, and the carrier Doppler and code phase estimate are obtained based on the carrier interval and the location of the correlation peak (Fig. 3.8).[image: Flow chart illustrating a signal processing system. The process begins with an "Input signal" entering a mixer, which also receives input from a "Carrier NCO." The output is directed to multiple "Code correlators" labeled from 1 to n. Each correlator feeds into a "Detection logic" block, which processes the signals. Arrows indicate the flow of information through the system.]
Fig. 3.8Principle schematic diagram of pseudocode parallel, carrier serial search



The advantage of this method is its fast acquisition speed, with only one code length period required to analyze each carrier interval. Without prior information, at most, 20 kHz/Δf intervals need to be scanned to complete acquisition. With prior Doppler frequency information, only one interval needs to be scanned. The drawback is that the computational load and hardware resource consumption are significantly higher.	(4)
Code parallel, carrier parallel search method

 





This method also employs Nc independent code correlators, with the code phase of each correlator sequentially offset by half a chip, and uses Nf carrier Numerically Controlled Oscillators (NCOs). Each code correlator corresponds to Nf possible carrier frequencies, and each carrier correlator corresponds to Nc possible code phases. For parallel acquisition of code and carrier, the maximum correlation values corresponding to Nc code correlators and Nf carrier correlators are compared with the acquisition threshold. If the threshold is exceeded, the acquisition is deemed successful; otherwise, the search is restarted (Fig. 3.9).[image: Diagram of a signal processing flow chart. An input signal is fed into a system with two Carrier NCO blocks, each connected to mixers. The output from these mixers is directed to multiple Code Correlator blocks labeled from 1 to \(N_c\). These correlators feed into a Detection Logic block. The diagram illustrates the process of signal correlation and detection.]
Fig. 3.9Principle schematic diagram of code parallel, carrier parallel search



This method offers fast acquisition speed, capable of signal acquisition within one code length period without prior information; however, its processing volume significantly increases, consuming a substantial amount of hardware resources.

3.2.2 Code Tracking
Figure 3.10 shows the general block diagram of a C/A code tracking loop. It is mainly composed of correlator, code loop discriminator and code loop filter. This type of loop tracks the code phase by generating early and late replicas of the code and is commonly called a Delay Locked Loop (DLL).[image: Flow chart illustrating a digital signal processing system. The process begins with a digital IF signal entering a mixer, which connects to a correlator. The correlator outputs are processed through several "Integral - Clear" blocks, labeled \(I_{ES}\), \(I_{PS}\), \(I_{LS}\), \(Q_{ES}\), \(Q_{PS}\), and \(Q_{LS}\), leading to a discriminator. The system includes components like a Carrier NCO, C/A code generator, and C/A code NCO, with connections to a 2-bit shift register and loop filters. Key terms include "Sin," "Cos," "E," "P," "L," and "Code NCO Offset." The flow chart represents signal processing stages and interactions.]
Fig. 3.10General block diagram of code tracking loop



In this code tracking loop block diagram, a code that is in phase with the C/A code in the received signal is first replicated, and the received digital IF signal carrier is stripped, and a correlation operation is done with the locally replicated code to strip the C/A code from the received signal.
Table 3.1 lists several types of discriminators commonly used in GPS receivers and their characteristics. In the table, the fourth type of discriminator is the third type of normalized form, can eliminate the amplitude sensitivity of the discriminator, so that it applies to different signal-to-noise ratios and different signal strengths of the signal, thereby improving the performance of anti-pulse RF interference. The other two discriminators can also be normalized in a similar way.Table 3.1Common discriminators for delay locked rings

	 	Discriminator
	Characteristics

	1
	-∑IE-ILQP-∑QE-QLQP
	Dot product power: Minimal arithmetic using 3 correlators. For 1/2 chip correlation spacing, produces near-true error output within ±1/2 chip input error

	2
	∑IL2+QL2-∑IE2+QE2
	Early minus Late Power: Moderate arithmetic. Essentially the same error performance as the overrun minus hysteresis envelope within ±1/2 yardstick input error

	3
	∑IL2+QL2-∑IE2+QE2
	Early minus Late Envelope: higher arithmetic. For correlation spacing of 1/2 code slice, has small tracking error within ±1/2 code slice input error

	4
	∑IL2+QL2-∑IE2+QE2∑IL2+QL2+∑IE2+QE2
	Normalized envelope: has small tracking error within ±1.5 yard input error for 1/2 yard correlation spacing. Becomes unstable when the input error is ±1.5 chips due to division by zero




Figure 3.11 shows the outputs of the four discriminators, where the spacing between the early, prompt, and late correlators is half a chip.[image: Line graph showing delayed phase-locked loop discriminator error versus input power code phase error. The x-axis represents input power code phase error, and the y-axis represents delayed phase-locked loop discriminator error. Four lines are plotted: solid black (A), dashed red (B), dashed green (C), and dashed blue (D). A legend in the top right identifies each line. The graph includes grid lines for reference.]
Fig. 3.11Output of delay locked ring discriminator [6]




3.2.3 Carrier Tracking
The influence of carrier Doppler frequency shifts caused by changes in the vehicle dynamics on the code tracking loop can be eliminated through carrier aiding. Thus, the dynamic performance of the receiver mainly depends on carrier tracking techniques. Generally, there are two types of loops used for carrier tracking: one is the coherent Phase Locked Loop (PLL), where the receiver needs to generate a coherent carrier that is in frequency and phase with the input carrier; the other is the non-coherent Frequency Locked Loop (FLL), where the receiver needs to generate a carrier that is in frequency with the input carrier but does not require phase coherence.
Figure 3.12 shows a block diagram of a GPS receiver carrier tracking loop, where the choice of discriminator algorithm directly determines the type (PLL/FLL) and performance of the tracking loop.[image: Diagram of a digital signal processing flow chart. The process begins with a digital IF signal entering a mixer, followed by a correlator. Outputs from the correlator are processed through two "Integral - Clear" blocks, producing I\(_{ps}\) and Q\(_{ps}\) signals. These signals feed into a discriminator. A C/A code generator connects to the correlator and receives input labeled "P". The lower section includes a carrier NCO linked to a carrier integrator, which splits into sine and cosine paths feeding back into the mixer. A loop filter is connected to a code NCO offset, completing the loop. Key components include mixers, correlators, integrators, and filters.]
Fig. 3.12General block diagram of the carrier tracking loop


	(1)
Phase Locked Loop (PLL)

 





Generally, the PLL used in GPS receivers was invented in the 1950s by American engineer John P. Costas, also known as the Costas loop. The characteristic of this loop is that the phase discriminator uses the method of multiplying the in-phase and quadrature branches to obtain the phase error signal, making the phase detection process insensitive to data bit transitions “+1” and “−1”. Since the Costas loop uses both in-phase and quadrature branches, it is also known as the I/Q loop.
When phase-locked (i.e., phase error is zero), the in-phase branch will provide the data bits, while the quadrature branch contains only noise components. At the same time, the phase error, after high-frequency components are filtered out by the loop filter, adjusts the carrier NCO, locking the carrier frequency along with the phase.
Table 3.2 presents the phase error output and characteristics of several Costas PLL discriminators.Table 3.2Discriminators for costas loop

	Discriminator
	Output phase error
	Character

	sgnIPS·QPS
	sinϕ
	Close to optimal at high signal-to-noise ratios. Slope is proportional to signal amplitude, less arithmetic

	IPS·QPS
	sin2ϕ
	Close to optimal at low signal-to-noise ratios. Slope is proportional to the square of the signal amplitude, and the operation is medium

	QPS/IPS
	tanϕ
	Suboptimal, but good at both high and low signal-to-noise ratios. Slope is independent of signal amplitude, is more arithmetic, and must be verified to distinguish between 0 error when in the vicinity of ±90°

	ATANQPS,IPS
	ϕ
	Two Quadrant Arctangent. Optimal at both high and low signal-to-noise ratios, the slope is independent of signal amplitude, and the arithmetic is maximized



	(2)
Frequency Locked Loop (FLL)

 





While the PLL reproduces the exact frequency of the input satellite signal for carrier stripping, the FLL reproduces an approximate frequency for the carrier stripping process. The FLL in a GPS receiver requires that there be no data bit transitions during a single frequency discrimination process, meaning the discriminator algorithm’s t1 and t2 components are within the same data bit interval. Table 3.3 lists several commonly used FLL discriminators in GPS receivers and their output frequency error characteristics.Table 3.3Common discriminators for FLL

	Discriminator
	Output phase error
	Character

	sgndot·crosst2-t1
dot=IPS1·IPS2+QPS1·QPS2
cross=IPS1·QPS2-IPS2·QPS1
	sin[2(ϕ2-ϕ1)]t2-t1
	Close to optimal at high signal-to-noise ratios. The slope is proportional to the signal amplitude A and the operation is moderate

	crosst2-t1
	sin[(ϕ2-ϕ1)]t2-t1
	Close to optimal at low signal-to-noise ratios. The slope is proportional to the square of the signal amplitude and the operation is low

	ATAN2(cross,dot)360(t2-t1)
	ϕ2-ϕ1(t2-t1)360
	Four-quadrant Arctangent. It is a maximum likelihood estimator, optimal at both high and low signal-to-noise ratios, with slopes independent of signal amplitude and high arithmetic






3.3 Positioning Solving
3.3.1 Data Synchronization
The tracking of carriers and codes provides a basis for data demodulation. To correctly extract navigation messages from the received data stream, it is necessary first to recover the bit synchronization clock and the frame synchronization clock. Typically, the signal processing module has two epoch counters in each channel: a 1 ms epoch counter (counting range 0–19) and a 20 ms epoch counter (counting range 0–49), generating the corresponding clock signals.	(1)
Bit synchronization

 





The bit synchronization process timing diagram is shown in Fig. 3.13. When the receiver's locally generated bit synchronization clock is not synchronized with the received data, there is an error between the zero moment of the receiver's 1 ms epoch counter and the starting moment of the data, known as bit synchronization clock error. Eliminating this error achieves bit synchronization.[image: Diagram illustrating bioinformatics sequence alignment. The image shows a series of lines and arrows representing sequences and their alignments. Key features include labeled segments such as "Intergenic length" and "Direct and inverted repeats," with arrows indicating sequence direction. Additional annotations highlight "Inverted repeat" and "Direct repeat" regions. The diagram emphasizes structural relationships and alignment patterns within genetic sequences.]
Fig. 3.13Bit synchronization process timing diagram



In digital communication, bit synchronization is often achieved using a lead-lag Phase Locked Loop (PLL), subtracting a pulse when the bit synchronization clock is ahead, and adding a pulse when it is behind, continuing until the bit synchronization clock error is zero. Systems using a lead-lag PLL have strong anti-interference capabilities, but correcting errors takes a long time, especially at lower data rates.
GPS navigation data bits are 20 ms long, and correlators output data every 1 ms as samples of navigation data. At each epoch, the sampling values of 20 ms (one data bit) are accumulated and averaged, and the value at that moment is compared with the previous value. If it is greater than the previous value, that moment is considered the optimal decision moment for the code element.	(2)
Frame synchronization

 





Frame synchronization is based on bit synchronization, and Fig. 3.14 represents the timing of the frame synchronization process.[image: Diagram illustrating a satellite subframe start point synchronized with GPS time. The top section shows a timeline with labeled segments "Word 1" to "Word 10," indicating a 600 ms interval. Below, a signal waveform is depicted with a 20 ms interval marked, showing where the receiver acquires frame synchronization information. Text annotations explain the synchronization process.]
Fig. 3.14Frame synchronization process timing



GPS satellites send navigation message at the time of integer seconds of GPS time, and each subframe of navigation message also starts at the time of integer seconds. Therefore, the frame synchronization time of the receiver should also be synchronized with integer seconds, meaning that the value of the receiver's 20 ms epoch counter should be 0 when it receives the first word of the navigation message subframe. Usually, when deciding whether the received signal is frame synchronized or not, the content of the first and second word code of the navigation message subframe is first obtained, which contains synchronization information such as frame synchronization telemetry word. If the value of the 20 ms epoch counter at the starting moment of the first word code is 0, the value of the 20 ms calendar counter at the ending moment of the second word code is 10 (the time of the two word codes is 1.2 s). If the value of the 20 ms epoch counter is not 10 at the frame synchronization extraction moment, it indicates that the frame synchronization time has not been recovered. The error read from the 20 ms epoch counter is [50−(40+X) mod 50]. Using this error to change the initial value of the 20 ms epoch counter can achieve the recovery of frame synchronization time.
It should be noted that the process of frame synchronization includes synchronization code, subframe number, zero data bit extraction verification and parity check. A phase ambiguity problem exists in Costas loops used for data demodulation, where a 180° phase shift in the carrier tracking can invert the data bits. For this, the navigation message sets the 30th bit in the previous word code of each word code as a flag bit to determine if the phase 180° blur problem exists. When phase 180° ambiguity exists, inverting the demodulated data bits can recover the correct data sequence. The first 1–8 bits of the telemetry word are a fixed synchronization code, the subframe number, and zero data bits are given by the handover word, and the parity of the telemetry word and handover word is checked following ICD-GPS-200 [2].

3.3.2 Positioning Principles and Methods
The GPS system adopts a high-orbit ranging system, with the distance between the observation station and the GPS satellite as the basic observation quantity. To obtain the distance observation quantity, two observation methods are mainly used: one is to measure the propagation time of the ranging code signal (C/A code or P code) transmitted by GPS satellites arriving at the user's receiver; and the other is to measure the phase difference between the carrier signal with Doppler frequency shift received by the receiver and the reference carrier signal generated by the receiver. Carrier phase observation is currently the most accurate observation method, which is of great significance for precision positioning. However, due to phenomena such as the integer ambiguity, cycle slips, and half-cycle slips in carrier phase observations, its data processing is relatively complex [6–8].
In navigation and dynamic positioning, there are two main types of methods: single-point positioning and differential positioning. Single-point positioning refers to independently determining the absolute position of the point to be determined in geocentric coordinates. The advantage of this method is that only one receiver is required. However, due to the fact that the results of single-point positioning are significantly affected by the satellite ephemeris error and the atmospheric delay error during the satellite signal propagation process, the positioning accuracy is lower. Differential positioning, on the other hand, involves placing a receiver at a known point on the ground as a reference point and conducting synchronized observations with receivers at all points to be measured. The reference point according to its accurately known coordinates can be derived from the positioning results of corrections to the coordinates (position-domain differential) or corrections to the pseudorange observations (observation-domain differential), and then through the data chain these corrections are transmitted in real time to the relevant users. Users use these corrections to correct their own positioning results or pseudo-distance observations, thus improving the accuracy of positioning results. Although the basic observation quantities are divided into ranging code and carrier phase, and the positioning methods include single-point positioning and differential positioning, the basic principles are consistent no matter what observation quantities and positioning method used. This section takes the single-point positioning using the ranging code observation method as an example to illustrate the basic principles of GPS positioning.
Assuming that tGj and tj denote the ideal GPS moment and satellite clock moment when the satellite j transmits signals, and TG and T denote the GPS moment and receiver clock moment when the receiver receives the satellite signals, the satellite signal propagation time isτj=TG-tGj
 (3.34)



However, the observed quantities are tj and T, so the actual measured satellite signal propagation times areτj=T-tj
 (3.35)



The deviation of the satellite clock and the receiver clock are represented by Δtj and Δt, respectively, i.e.Δtj=tj-tGj
 (3.36)


Δt=T-TG
 (3.37)


followτj=TG-tGj+Δt-Δtj
 (3.38)



Factoring in the errors in the ionosphere, troposphere and multipath delays experienced during signal propagation yieldsτj=TG-tGj+Δt-Δtj+Δtionj+Δttroj+Δtmpj
 (3.39)



(Multiply both sides of the above equation by the speed of electromagnetic wave propagation (i.e., the speed of light c), and you getρj=Rj+cΔt-cΔtj+cΔtionj+cΔttroj+cΔtmpj
 (3.40)


where Rj=x-xj2+y-yj2+z-zj2 is the geometric distance from the receiver to the satellite; (x,y,z), xj,yj,zj for the receiver and the satellite j in the geocentric space coordinate system in three-dimensional coordinates;ρj is actually available distance observation, due to the difference from the real distance Rj, so often referred to as “pseudo-distance”. Equation (3.40) is the basic observation equation for GPS positioning. As the satellite clock difference Δtj can be determined by the ground monitoring system and provided to the user through the satellite broadcast navigation message, the ionosphere and troposphere propagation delay cΔtionj and cΔttroj can also be used to correct the ionosphere and troposphere parameter model provided by the navigation message (of course, there is still a residual error after correction), multipath delay error Δtmpj through the antenna, siting and other methods of correction. Therefore, there are four unknowns in the Eq. (3.40), x, y, z, Δt need to be solved. In order to find these 4 unknowns, at least 4 satellites need to be observed. This is the basic principle of the four-star positioning system proposed in the 1970s. Assuming that the number of satellites observed at a certain moment is N (N≥4), a system of observation equations can be obtainedρj=Rj+cΔt-cΔtj+cΔtionj+cΔttroj+cΔtmpj,j=1,2,…,N
 (3.41)



Given the approximate location of the receiver r0=x0,y0,z0, applying a Taylor expansion to each equation in the above system of equations and omitting the higher terms yields∂Rj∂xr0Δx+∂Rj∂yr0Δy+∂Rj∂zr0Δz+b=ρj+cΔtj-cΔtionj-cΔttroj-cΔtmpj-Rjr0j=1,2,…,N
 (3.42)


where b=cΔt;Δx=xu-x0;Δy=yu-y0;Δz=zu-z0. After finding the partial derivative of Rj in the above equation, Eq. (3.42) can be written ase1jΔx+e2jΔy+e3jΔz-b=Rjr0-ρj-cΔtj+cΔtionj+cΔttroj+cΔtmpj,j=1,2,…,N
 (3.43)


where e1j,e2j,e3j are the components of the unit vector (direction cosines) from the receiver to the jth satellite. Writing the above system of equations in matrix form, we get formulaGX=L
 (3.44)


G=e11e21e31-1e12e22e32-1…………e1Ne2Ne3N-1
 (3.45)


X=ΔxΔyΔzbT
 (3.46)


L=l1l2…lNT
 (3.47)


lj=Rj(r0)-ρj-cΔtj+cΔtionj+cΔttroj+cΔtmpjj=1,2,...,N
 (3.48)



Solving by least squares gives the normal equationGTGX=GTL
 (3.49)



When GTG is non-singular, its solution isX=GTG-1GTL
 (3.50)



Since the linearization process of Eq. (3.42) inevitably introduces linearization error, Eq. (3.50) is usually iterated to achieve the receiver position solution. After analyzing the practical examples, we can see that under the condition of initial value setting within 15 km near the true value, good positioning accuracy can be obtained without iteration; only when the initial value setting is farther away from the true value (e.g., more than 150 km), the accuracy improvement obtained by iterative solving is more obvious.
Using δX to denote the error of X and δL to denote the error of L, we havecov(δX)=GTG-1GTcov(δL)GTG-1GTT
 (3.51)



Assuming that each pseudo-ranging measurement is an independent equal-error measurement with an error variance of σ02, and that the ranging error sequence is a normal (Gaussian) white noise sequence, thencov(δL)=σ02I
 (3.52)


where I is the N×N unit array. Thuscov(δX)=σ02GTG-1=σ02Q
 (3.53)



AssumingQ=GTG-1=q11q12q13q14q21q22q23q24q31q32q33q34q41q42q43q44
 (3.54)



Then the error estimates for user position and clock bias areσx2=q11σ02
 (3.55)


σy2=q22σ02
 (3.56)


σz2=q33σ02
 (3.57)


σt2=q44σ02
 (3.58)



Since Q is only related to the relative geometric position of the satellite and the receiver, the errors of the user 3D position and the receiver clock deviation are only related to two factors, which will be the relative geometric position of the satellite and the receiver and the error of the pseudo-range observation measurement. Defining the relative geometric position of the satellite and receiver into the form of various precision factors (Dilution of Precision (DOP)), we can obtain the relationship between the user position error, the clock deviation error and the pseudo-range observation measurement error asσg=σx2+σy2+σz2+σt2=DDOP×σ0σp=σx2+σy2+σz2=PDOP×σ0σh=σx2+σy2=HDOP×σ0σv=σz=VDOP×σ0σt=TDOP×σ0
 (3.59)


where GDOP (Geometric Dilution of Precision), PDOP (Position Dilution of Precision), HDOP (Horizontal Dilution of Precision), VDOP (Vertical Dilution of Precision) and TDOP (Time Dilution of Precision) are referred to as Geometric Dilution of Precision, Position Dilution of Precision, Horizontal Dilution of Precision, Elevation Dilution of Precision and Time Dilution of Precision factors, respectively, which depend only on the relative geometry between the satellites and the receiver.GDOP=q11+q22+q33+q44=trGTG-11/2PDOP=q11+q22+q33HDOP=q11+q22VDOP=q33TDOP=q44
 (3.60)



geometric dilution of precision (DOP) can also be regarded as the amplification factor of the pseudo-range view measurement error,where a larger value indicates worse positioning accuracy, hence it is often called the geometric dilution of precision (DOP). To reduce the user's positioning error, firstly, the geometric accuracy factor (or position accuracy factor) should be reduced; secondly, the pseudorange observation error for each satellite should be minimized.
When the receiver can observe more than four satellites simultaneously, choosing an appropriate combination of four satellites to minimize the geometric accuracy factor is crucial. This is known as the satellite selection problem. There are generally two methods of satellite selection: the best satellite selection method and the quasi-optimal satellite selection method. When the satellite elevation angle is too low, the atmospheric propagation error increases, significantly reducing the observation accuracy, so a minimum elevation angle limit, usually 5 degrees, should be specified for satellite selection. The best satellite selection method involves selecting various possible combinations of four satellites from all satellites with elevation angles greater than 5 degrees, to calculate the corresponding GDOP (or PDOP), and select the group of satellites with the smallest GDOP as the best choice. Since CN4 GDOP operations are required, and each GDOP operation involves matrix multiplication and inversion, it is more computationally intensive and time-consuming. Moreover, due to the continuous movement of satellites, satellite selection usually needs to be redone every 15 min. To reduce the computation for satellite selection, the quasi-optimal satellite selection method can be used. This method selects four satellites that maximize the volume of the tetrahedron formed with the receiver as the criterion [9]. Assuming that the volume of the hexahedron formed by the receiver and the four observing satellites is V, the analysis shows that the geometric accuracy factor GDOP is inversely proportional to the volume of this hexahedron, V, i.e.GDOP∼1/V
 (3.61)



In general the larger the volume of the hexahedron, the smaller the GDOP value.
As the number of channels for tracking satellite signals in receivers increases, the issue of satellite selection has become less critical, with a growing preference for using all visible satellites for positioning. The geometric dilution of precision (GDOP) decreases with an increasing number of satellites, and typically, positioning using all visible satellites provides higher accuracy than selecting just four satellites.
In solving the pseudorange localization equation described above, the instantaneous position of the GPS satellite in space is calculated using the orbital parameters provided by the navigation message. The coordinates of the satellite in the orbital plane rectangular coordinate system (with the X-axis pointing towards the ascending node) arexk=rkcosukyk=rksinuk
 (3.62)


where rk is the satellite vector diameter, and uk is the ascending intersection angle corrected by satellite uptake. The satellite in the orbit plane right-angle coordinate system for coordinate rotation transformation, can get the satellite in the center of the earth fixed coordinate system in three-dimensional coordinates as followsXkYkZk=xkcosΩk-ykcosiksinΩkxksinΩk-ykcosikcosΩkyksinik
 (3.63)


where ik is the satellite orbital inclination and Ωk is the longitude of the ascending node at the observation time. Considering the effect of polar shift, the coordinates of the satellite in the protocol coordinate system areXYZCTS=10Xp01-Yp-XpYp1XkYkZk
 (3.64)


where Xp, Yp are the coordinate conversion factors.
In the above equations, rk, uk and Ωk are calculated using the satellite parameters provided in the navigation message.


3.4 Summary
This chapter first summarizes the general model of signals at various key reference points in the L1 C/A code receiver based on the architecture of the GPS receiver. Based on a thorough analysis of the working principle of the receiver, a detailed derivation process is presented. On this basis, the methods for processing GNSS navigation satellite signals are introduced, including the signal acquisition, tracking, and positioning solution processes.
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This chapter focuses on the basic theories of Reflected GNSS Signals, including the geometric relations, polarization characteristics, scattering models, signal models and correlation function models.
4.1 GNSS-R Geometric Relations
4.1.1 Macroscopic Geometric Relations
In discussing the geometric relationship between direct and reflected signals, the concept of the specular reflection point is introduced, which is the point in the reflection area where the path delay between the reflective and direct paths is shortest. According to the geometric relationships between the transmitter, receiver and specular reflection point, the following local coordinate system is established: the specular reflection point is the coordinate origin, the z-axis as the normal direction to the Earth's surface, with the transmitter, specular point, and receiver in the yz plane, and the y-axis positive towards the transmitter direction, the x-axis determined by the right-hand rule, xy being the local tangent plane. The geometric relationship of GNSS-R is shown in Fig. 4.1 [1].[image: Diagram illustrating a geometric sketch with labeled points and lines. The points include a transmitter (T), receiver (R), and center (O). Lines connect these points, forming angles and arcs. Key elements are labeled with variables such as \( R_t \), \( R_r \), \( h_t \), \( h_r \), and angles \( \theta \), \( \phi \). The sketch includes directional arrows and a circular arc labeled as the geometric center.]
Fig. 4.1GNSS-R geometric relations (T for transmitter)



Where hr and ht are the heights of the receiver and transmitter to the reference ellipsoid, respectively; Re is the radius of the Earth; G and L are the distances of the GNSS satellite (transmitter T in the figure) and the receiving platform (receiver R in the figure) to the Earth's center, respectively; γt is the angle between the GNSS satellite, the specular point of reflection, and the Earth's center line; Θ is the angle between the GNSS satellite, the receiving platform and the geocentric line; φ is the receiver viewing angle (the angle between the receiver mirror point line and the receiving platform's zenith direction); and θ is the elevation angle of the reflected signal with respect to the local tangent plane, whose value is equal to the satellite altitude angle; Rr and Rt are the distances from the receiver and transmitter to the specular reflection point, respectively; T and R are the position vectors of the transmitter and receiver, respectively. Given the receiver and transmitter heights hr, ht and the satellite altitude angle θ, the following order can be obtained Rr, Rt, γt, φ and Θ.L=Re+hrG=Re+ht
 (4.1)


Rt2+Re2+2RtResinθ=G2⇒Rt=-Resinθ+G2-Re2cos2θ
 (4.2)


Re2+G2-2ReGcosγt=Rt2⇒γt=arccos(Rt2-G2-Re2-2ReG)
 (4.3)


Rr2+Re2+2RrResinθ=L2⇒Rr=-Resinθ+L2-Re2cos2θ
 (4.4)


Rr2+L2-2RrLcosϕ=Re2⇒ϕ=arccosRe2-Rr2-L2-2RrL
 (4.5)


Θ=π2+γt-ϕ-θ
 (4.6)



The positions of R, T in the local coordinate system are 0,-Rrcosθ,Rrsinθ,0,Rtcosθ,Rtsinθ, respectively, and there areRd=Rd=R-T=Rtcosθ+Rrcosθ2+Rtsinθ-Rrsinθ2
 (4.7)




4.1.2 Antenna Coverage Area
The size of the antenna beam and the height and geometric relationship of the receiving platform determine the size and shape of the antenna footprint, as illustrated in Fig. 4.2 for an antenna footprint schematic. Low gain antennas are small and lightweight with low gain, but have a wide coverage area; high gain antennas are larger and heavier, but have high gain and a small coverage area. The size and shape of the antenna footprint vary with different antenna field of view angles. For different receiving platforms, the settings of antenna configuration and field of view angles are also different.[image: Diagram illustrating three types of antennas with different fields of view. The first is a low gain antenna with a wide field of view at 0 degrees. The second and third are high gain antennas, both with narrow fields of view; one at 0 degrees and the other at 30 degrees. Each antenna is represented as a cone, showing the coverage area.]
Fig. 4.2Schematic diagram of the relationship between antenna footprint and antenna gain, field of view angle



For low-gain antennas, it can be assumed that the antenna has the same gain in all directions, but for high-gain antennas, this assumption will introduce certain errors. Therefore, in GNSS-R remote sensing applications, precise antenna modeling is required. For the actual antenna, the antenna's directional coefficient D and gain G are generally used to express the relationship between the two as followsG=kD
 (4.8)


where k (0 ≤ k ≤ 1) is a dimensionless efficiency factor, and for well-designed antennas, the value of k can be close to 1 with G≈D.
Assuming that PW·m-2 denotes the power directional flap diagram of the antenna in a three-dimensional spherical coordinate system as a function of the meridian angle α and the azimuthal angle φ, the antenna's directionality coefficient D, which is the ratio of the maximum radiated power density to its average value on a certain sphere in the far-field region, is a dimensionless ratio greater than or equal to 1, and is denoted asD=PmaxPav
 (4.9)



Using dΩ=sinαdαdφ to denote the steradian angle in steradian radians (sr) or square degrees, the average power density on the sphere isPav=14π∫φ=0φ=2π∫α=0α=2πPsinαdαdφ=14π∬4πPdΩW·sr-1
 (4.10)



Therefore, the direction coefficient can again be written as the following expression:D=Pmax14π∬4πPdΩ=114π∬4πPPPmaxPmaxdΩ=4π∬4πPndΩ=4πΩA
 (4.11)


where ΩA denotes the beam stereo angle range, and Pn denotes the normalized power flap map, expressed asPn=PPPmaxPmax
 (4.12)



The beam range of an antenna can usually be approximated as the product of the main flap half-power beam widths αHP and φHP in the two main planes of the antenna, i.e.ΩA≈αHPφHP(sr)
 (4.13)



Half-Power Beam Width (HPBW) indicates the beam width (or −3 dB beam width) defined according to the half-power level point. In addition, Eq. (4.11), if the half-power width of an antenna is known, its directional coefficient can also be expressed asD=41253αHP∘φHP∘
 (4.14)


where 41253=4π180180ππ2 square degrees, is the number of square degrees tensioned in the sphere. αHP∘ 和 φHP∘ denote the half-power beam widths (expressed in degrees) in the two principal planes, respectively. Since the above equation ignores the effect of the sidelobes, it can be expressed in an approximate form as follows:D=40000αHP∘φHP∘
 (4.15)



If the beam width of an antenna is 20° in both principal planes, then there is D = 100 or 20 dB. Of course, the product of the beam widths 40,000 squared is a rough approximation, and for a particular type of antenna, there can be a more accurate value for each. It is also common to use the effective aperture of an antenna Ae as an indicator of the antenna's performance in relation to the beam width as followsλ2=AeΩAm2
 (4.16)



Thus, given the wavelength λ, ΩA can be determined from the known Ae and vice versa. From Equation (4.11) and (4.16) another expression for the directivity index D of the antenna can be obtained as follows:D=4πAeλ2
 (4.17)



Assuming that the height of the receiving platform is 10 km and the antenna beam widths (set αHP=φHP) are 4°, 20°, 45°, and 90°, the size of the long axis of the coverage area at an antenna boresight angle (FOV = 0°) is 0.7 km, 3.5 km, 8.2 km, and 20 km, respectively; the size of the long axis of the same antenna coverage area at the field-of-view angle of 30° is 0.9 km, 4.7 km, 11.7 km, and 40 km.

4.1.3 Isochronous Zone
When GNSS direct signal illuminates the sea surface, countless scattering points are formed within the glitter area. However, when the scattering signals from different scattering points are received by the receiver, the time of arrival at the receiver is different. According to the principle of spread spectrum signal reception, different propagation times of the scattering signals manifest as different code delays. An isochronous line is a curve composed of points with the same time delay compared with the reflected signals from the specular points. An iso-delay zone is an elliptical annular area defined by two isochronous lines, related to the receiver's sampling frequency, i.e., the code chip resolution. The higher the code chip resolution, the denser the isochronou zone under the same conditions.
The shape and size of the isochronou zone are related to the altitude of the receiver, the elevation angle and azimuth angle of the transmitter (GNSS satellite), etc., with specific calculation methods referred to in the literature [2]. When the receiver altitude is 5 km and the satellite elevation angle = 30°, the size, shape, and projection on the sea surface of the isochronous zone are shown in Fig. 4.3. The numbers on the isochronous linez in the left figure indicate the value of the delay code chip τc relative to the specular reflection point.[image: Two contour maps labeled (a) and (b). Map (a) shows concentric contour lines with values ranging from 0.263 to 3.223, indicating variations in a parameter across east-west and north-south directions in kilometers. Map (b) displays color gradients from white to red, representing delay variations in the same directions. Both maps illustrate spatial data distribution.]
Fig. 4.3 Size and shape of the iso-delay zone (Size and shape of the isodelay zone and its projection on the sea surface △τ=1,2,3…10·τc


	(1)
Impact of Satellite Elevation Angle

 





At a receiver altitude of 5 km and satellite altitude angles of 30°, 45°, 60° and 90°, the shape and size of the equal delay region are shown in Fig. 4.4.[image: Contour map figure with four subfigures showing satellite elevation angles at 30°, 45°, 60°, and 90°. Each subfigure displays concentric ellipses or circles representing different elevation levels. The horizontal axis is labeled "Along the horizontal plane of incidence/km," and the vertical axis is labeled "Along the vertical plane of incidence/km." The contour shapes vary with satellite elevation, becoming more circular as the elevation increases.]
Fig. 4.4 Size and shape of the iso-delay zone (△τ=1,2,3…10·τc)



It can be seen that the lower the satellite elevation angle, the flatter the ellipse and the greater the deviation from the specular reflection point in the transmitter direction. The isochronous line ellipse is symmetrical around the incident plane but centered on the specular point, exhibiting significant asymmetry in the direction perpendicular to the incident plane. And the lower the height angle, the more obvious the asymmetry. This phenomenon indicates that the scattering signals mainly come from the long axis direction of the isochronous zone, making wind direction detection feasible.	(2)
Impact of Receiver Altitude

 





For the same satellite elevation angle (e.g., 60°), the size of the first isochronous zone (i.e., △τ=1·τc) under different receiver altitude conditions is shown in Fig. 4.5.[image: Contour map illustrating the relationship between the size of the iso-delay region and the height of the receiver. The map features concentric dashed lines labeled at intervals of 1 km, 10 km, 100 km, and 800 km. The axes are labeled in kilometers, with the x-axis ranging from -30 to 30 km and the y-axis from -25 to 25 km. The satellite elevation is noted as 60 degrees.]
Fig. 4.5 Relationship between the size of the iso-delay zone and receiver altitude (△τ=1·τc)



The higher the receiving altitude, the larger the isochronous zone, and the larger the corresponding scattering signal energy region is. For example, at a receiving altitude of 800 km, the long axis of the first isochronous zone already exceeds the length of a wind zone by 50 km. When solving for the power of scattering signals at different delays, this aspect must be fully considered to determine the specific code delay values.	(3)
Impact of Sampling Rate

 





If the sampling rate is fs=20.456 MHz, the interval between sampled signals is τs=11fsfs, corresponding to a distance resolution of approximately 15 m. For the GPS C/A code is τcτc2020, where the size and shape of the isochronous zone corresponding to the first 10 sampling points are shown in Figs. 4.6 and 4.7.[image: Contour map titled "Equal delay zone" showing concentric circles centered around a point labeled in Chinese. The x and y axes are marked in kilometers, ranging from -1500 to 1500. A note indicates "Satellite elevation = 60°." The map illustrates zones of equal delay, with grid lines for reference.]
Fig. 4.6Size of the iso-delay zone (hr=5km, △τ=1,2,3…10·τc/20)


[image: Two-panel figure showing contour maps. Panel (a) displays contour lines labeled with values from 10 to 80, representing isothermal and Doppler band regions. The axes are labeled "east-west direction / km" and "north-south direction / km." A legend indicates isothermal and Doppler band contours. Panel (b) is a color gradient map with similar axes, showing a transition from red to blue, indicating varying data values across the map.]
Fig. 4.7Size of the iso-delay zone (hr=5km, △τ=1,2,3…10·τc/20)




4.1.4 Iso-Doppler Lines
In GNSS bistatic radar systems for sea surface wind field detection, both the airborne or spaceborne receiver and the navigation satellite have different velocities, and the receiver's altitude may also change. Therefore, the scattering signals from different scattering points on the sea surface received by the receiver may have different Doppler frequencies, which change with the satellite parameters and the movement parameters of the receiving platform. The curve composed of sea surface scattering points with the same Doppler frequency is called an iso-Doppler line.
If the Doppler frequency at the mirror point f0=fD0 is taken as the reference value, the points on the iso-Doppler line satisfy the following relation:Δf=fDr-f0=C
 (4.18)


and C is a constant. The region that satisfies Δf-k12Ti≤12Ti is called the iso-Doppler region (k is a real number), and Ti is the reflection signal processing integration time. For GPS C/A code signals, the integration time (Ti) is usually taken as 1 ms.
The shape of an iso-Doppler region is typically a narrow strip, related to the receiver altitude, velocity magnitude and direction, and has little to do with parameters such as the velocity and azimuth of the navigation satellite. Figure 4.8 shows the receiver altitude hr = 10 km, satellite altitude angle θ = 90°, the size and shape of the iso-Doppler strip and the projection on the sea surface.[image: Three contour maps are displayed side by side, each showing concentric circular patterns with varying radii. The x and y axes are labeled in kilometers, ranging from -30 to 30. The left map has a smaller circle with \( h_r = 1 \text{ km} \), the middle map shows a medium-sized circle with \( h_r = 10 \text{ km} \), and the right map features a larger circle with \( h_r = 30 \text{ km} \). Red dashed lines intersect the circles, indicating additional data points or features.]
Fig. 4.8Size and shape of the iso-Doppler regions and their projection on the sea surface



Isochronous lines and iso-Doppler lines are used to classify the sea surface scattering region in terms of time and frequency, respectively. In some cases, it may only be necessary to consider isochronous lines in the time dimension, while in other scenarios, both may need to be considered, depending on the specific application scenario.
For example, under airborne application conditions, with a typical flight speed of 0.17 km/s and GPS C/A code receiver integration time of 1 ms, the two-dimensional spatial division of the scattering region on the sea surface at different receiver altitudes hr = 1 km, 10 km, 30 km is shown (Fig. 4.9).[image: Contour map showing elliptical patterns with labeled axes. The x-axis is labeled "v/km" and the y-axis is labeled "x/km," both ranging from -100 to 100. The map includes text indicating "Height: 800km; Satellite elevation: 60°; Points time: 1ms; Doppler interval: 500Hz." The contours represent variations in data, likely related to satellite measurements.]
Fig. 4.9Two-dimensional segmentation of iso-delay and iso-Doppler regions (satellite elevation angle of 60°)



The delay lines in the figure correspond to △τ=1,2,3…18,19·τc from inside to outside, and the equal Doppler line intervals fB=112Ti=500Hz2Ti=500Hz and f0 corresponding to the Doppler curves passing through the coordinate zeros in the figure. Δfc>0 is shown by a solid line. It is evident that under airborne altitude and speed, the iso-Doppler lines coarsely divide the scattering region, and in all three situations shown in the figure, most of the isochronous zone areas are contained within the Doppler range of −500 to +500 Hz. If the integration time is increased, e.g., Ti=10 ms, the Doppler resolution is increased by tenfold and the spatial resolution strips will also shrink by tenfold.
On spaceborne platforms, due to their high velocity, also at Ti=1 ms, the division of iso-Doppler lines will be very dense. For example, at an altitude of 800 km and a speed of 7.6 km/s, the division of isochronous lines and iso-Doppler lines is as shown in Fig. 4.10.[image: Four-panel figure illustrating spatial filtering techniques. \\n\\nPanel (a) shows a 2D spatial segmentation with concentric circles and a highlighted band labeled "fD=1992Hz." \\n\\nPanel (b) presents a 3D plot of PRN autocorrelation function spatial filtering, featuring a colorful, elevated surface. \\n\\nPanel (c) depicts a 3D plot of Doppler sinc function spatial filtering, with a sloped, multicolored surface. \\n\\nPanel (d) displays a 3D plot of spatial filter cross results, showing two distinct peaks. \\n\\nThe image includes text: "Height: 800km; Satellite elevation: 60°; Points time: 1ms; Doppler interval: 500Hz."]
Fig. 4.10Isochronous and iso-Doppler lines corresponding to a spaceborne receiving platform



In the ocean, the length of a wind zone is generally 50 km, and if only one-dimensional time-delay correlated power calculations are performed to divide the isodoppler zone, the spatial resolution requirement of wind field inversion cannot be met. In this case, it is necessary to calculate the iso-Doppler lines simultaneously, thereby finely dividing the scattering region to the scale of a single wind cell. Given the time delay and Doppler shift, the corresponding observational unit on the sea surface can be determined. By setting the range and interval of time delay and Doppler shift, the size of the observation area and resolution unit can be determined to meet different remote sensing task needs. Of course, the division of iso-Doppler lines differs when the receiver is moving in different directions, which needs to be considered comprehensively in practical applications.
From the above analysis, it can be seen that the delay and Doppler partitioning of the scattering region is symmetrically distributed around the specular reflection point, which means that a scattering signal with the same time-delay and Doppler may come from two different regions or be a superposition of signals from two regions. The division of the two areas utilizes the autocorrelation function of the ranging code (for GPS L1, the C/A code) and the Doppler sinc function. For example, Fig. 4.11a shows the scattering signals under the conditions of a receiving platform at an altitude of 5 km and a satellite elevation angle of 60°, with an integration time of 5 ms (corresponding to a Doppler interval of 100 Hz), where the shadow-filled annular band corresponds to the iso-delay  zone for Δτ=2τc4τc, whose signal sampling is accomplished by spatial filtering using the autocorrelation function of the GPS C/A code, as shown in Fig. 4.11b. The shadow-filled stripe is the iso-Doppler zone of Δf=-11Ti11TiTiTi11TiTi signal sampling completed with a sinc function, as shown in Fig. 4.11c. The interaction of the isochronous and iso-Doppler regions results in two identical delay-Doppler regions corresponding to Δτ=3τc, Δf=0Hz, which form a spatially resolved ambiguity, as shown in Fig. 4.11d, impacting wind field inversion.[image: Four X-Y charts are displayed in a row. The first chart shows two intersecting lines labeled with Greek letters φ_y and φ_x, with the intersection at zero. The second chart has two lines labeled φ_x and -φ_x, intersecting at ±π. The third and fourth charts show horizontal lines along the x-axis, labeled E_x = 0 and E_y = 0, respectively. Each chart has x and y axes with arrows indicating direction.]
Fig. 4.11Two-dimensional spatial sampling of iso-delay and iso-Doppler regions (x/y-axis in km, z-axis 0–1)





4.2 Characterization of the Reflected Signal
4.2.1 Polarization Characteristics
4.2.1.1 Classification of Polarization
As mentioned earlier, the direction of the electric field (E) and magnetic field (H) of a uniform plane wave does not change within an equiphase surface. However, in practical engineering, the direction of field strength can change over time according to a certain pattern, a concept described as polarization. Since the relationship among the electric field strength E, magnetic field strength H, and propagation direction K is fixed, the polarization of electromagnetic waves is generally represented by the trajectory described by the vector endpoint of the electric field strength E changing over time at any fixed point in space.
Assuming a uniform plane wave propagates along the z-axis, with the electric field strength and magnetic field strength both in the plane perpendicular to the z-axis, let the electric field strength (E) be decomposed into two mutually orthogonal components Ex and Ey, with the same frequency and direction of propagation, denoted as:Ex=Exocosωt+φxEy=Eyocosωt+φy
 (4.19)



The trajectory equation of the E vector endpoint can be obtained through trigonometric operations, as:xExo2+yEyo2-2xExo·yEyocosφy-φx=sin2φy-φx
 (4.20)



Based on the amplitude and phase relationship of Ex and Ey, wave polarization is divided into three types.	(1)
Linear polarization

 





The electric field E vibrates only in one direction, i.e., the trajectory of the vector E endpoint is a straight line.
If the two components have the same phrase, i.e., φy-φx=0, and Exo, Eyo are non zero, then there are:y=EyoExo·x
 (4.21)



That is, the trajectory is a straight line passing through the point 0 and in one or three quadrants;
If the two components differ in phase by π, i.e., φy-φx=±π, and Exo, Eyo are not zero, then:y=-EyoExo·x
 (4.22)



That is, the trajectory is a straight line passing through the point 0 and in the second and fourth quadrants;
If Exo=0, then:x=0y=Eyocosωt+φy
 (4.23)



That is, the trajectory is a straight line varying along the y axis;
If Eyo=0, then we havey=0x=Exocosωt+φx
 (4.24)



The trajectory is a straight line varying along the x-axis. The four forms of linear polarization are shown in Fig. 4.12[image: Diagram of a circle centered at the origin on an x-y coordinate plane. The circle represents a rotating vector, labeled \(E_0(t)\), with components \(E_x\) and \(E_y\) along the x and y axes, respectively. The vector's rotation is indicated by arrows, showing its direction and movement over time.]
Fig. 4.12Four cases of linear polarization


	(2)
Circular polarization

 





When Exo = Eyo = E0, φy-φx=±π/2, the trajectory equation of the vector E endpoint of isx2+y2=E02
 (4.25)



This is the equation of a circle with a radius of E0, hence it is called circle polarization, as shown in Fig. 4.13. If Ey is π/2 behind Ex, the rotation of the electric field vector and the wave propagation direction satisfy the right-handed helix relationship, called the right-handed circular polarization; otherwise, it is called the left-handed circular polarization.[image: A sketch illustrating an elliptical path on an x-y coordinate plane. The ellipse is centered at point \( o \) and is oriented with its major axis at an angle. Arrows indicate rotational direction. The electric field components \( E_x \) and \( E_y \) are shown as dotted lines from the center to the ellipse's edge. The vector \( E_0(t) \) represents the resultant electric field at a given time, shown as an arrow from the origin to the ellipse's perimeter.]
Fig. 4.13Circular polarization


	(3)
Elliptical polarization

 





Generally, the two components of the electric field are not equal in amplitude and phase, and do not satisfy the condition that the phase difference is π/2 or an integer multiple of π/2, then the trajectory of the endpoints of the electric field vector is an ellipse, and so it is called elliptical polarization, as in Fig. 4.14 is shown.[image: Graph showing modes of the Fresnel reflection coefficient against elevation in degrees. The blue dashed line represents \(\Re_{RR}\), decreasing from 0.8 to near 0 as elevation increases. The red dotted line represents \(\Re_{RL}\), increasing from near 0 to 0.8. The x-axis is labeled "Elevation/°" and the y-axis is labeled "Modes of the Fresnel reflection coefficient." A legend differentiates the two lines.]
Fig. 4.14Elliptical polarization



Linear polarization and circular polarization are special cases of elliptical polarization. Waves of all three polarization forms can be decomposed into the superposition of orthogonally polarized waves in space. Any linearly polarized wave can also be decomposed into the superposition of two amplitude-equal, opposite-spin circularly polarized waves; similarly, any elliptically polarized wave can be decomposed into the superposition of two circularly polarized waves.

4.2.1.2 Application of Polarization
The polarization of electromagnetic waves is widely used in communication, broadcasting, electronic reconnaissance, aerospace, and other fields. For instance, the electromagnetic waves transmitted by amplitude modulation (AM) radio stations utilize vertical polarization, thus a radio antenna should be perpendicular to the ground to properly receive signals; television signals, on the other hand, often use horizontal polarization, requiring antennas to be parallel to the ground. During rocket and satellite operations, the constantly changing attitude leads to continuous changes in antenna orientation, hence circular polarization is often used for electromagnetic wave transmission to ensure unobstructed communication.
In radio communication, utilizing two orthogonal linear polarizations can double the capacity of a single-polarization system within the same allocated frequency band.
In addition, the polarization type of the electromagnetic wave can be used to identify the target. When an electromagnetic wave of a certain polarization type irradiates a target, the polarization type of its reflected wave may change. The change in polarization type depends on the shape, size, structure and material properties of the target. By studying the changes in polarization type of electromagnetic wave, characteristics of the target can be extracted, which is called polarization identification technology. This forms the physical basis for target detection and identification using reflected electromagnetic waves. GNSS-R technology leverages the polarization properties of electromagnetic waves upon reflection.


4.2.2 Reflection Coefficient
The direct signal from navigation satellites is incident on the Earth's surface and is reflected by the Earth's surface. At the air-Earth's surface interface, the energy relationship between the reflected and incident electromagnetic waves is determined by the Fresnel reflection coefficient. Take the sea surface as an example, the expression of Fresnel reflection coefficient isℜVV=εsinθ-ε-cos2θεsinθ+ε-cos2θ
 (4.26)


ℜHH=sinθ-ε-cos2θsinθ+ε-cos2θ
 (4.27)


ℜRR=ℜLL=12ℜVV+ℜHH
 (4.28)


ℜLR=ℜRL=12ℜVV-ℜHH
 (4.29)


where R, L, V and H represent the right-hand circular polarization, left-hand circular polarization, vertical and horizontal line polarization, respectively; ε is the complex dielectric constant of the sea surface. Taking GPS L1 band (1575.42 MHz) as an example, the sea water temperature is taken as room temperature 25 °C and salinity is taken as 35, ε=70.53+65.68i. Substituting the complex permittivity of the sea surface into the Fresnel reflection coefficient formula, the magnitude of the Fresnel reflection coefficient and the time-delay Doppler partitioning of the scattering region is are as shown in Fig. 4.16. and Fig. 4.15. (Figs. 4.15 and 4.16).[image: Plot showing the variation of the Fresnel reflection coefficient with frequency. The x-axis represents frequency in GHz, ranging from 0 to 90. The y-axis shows the reflection coefficient, ranging from -1 to 1. Two lines are plotted: a green solid line labeled \(R_{pp}\) and a purple dashed line labeled \(R_{ss}\). The green line decreases initially and then increases, while the purple line remains relatively constant. A legend is included in the bottom right corner.]
Fig. 4.15Relationship between the reflected signal's right and left circular polarization components and the satellite elevation angle


[image: Diagram illustrating a 3D coordinate system with labeled axes \(x\), \(y\), and \(z\). Points labeled "Transmitter T" and "Receiver R" are marked, with vectors \(\mathbf{R}_T\) and \(\mathbf{R}_R\) extending from the origin \(O\) to these points. Additional vectors \(\mathbf{n}\), \(\mathbf{m}\), \(\mathbf{q}\), and \(\mathbf{r}\) are shown, with angles \(\beta\) and a curve \(\zeta(r)\) near point \(S\). The diagram includes unit vectors \(\hat{\imath}\), \(\hat{\jmath}\), and \(\hat{k}\).]
Fig. 4.16Relationship between the reflected signal polarization characteristics’ vertical and horizontal components and the satellite elevation angle



As shown in  Fig. 4.15. and Fig. 4.16, the left circular polarization component of the reflected signal ℜRL increases with the in elevation angle of the satellite e, and the right-circular polarization component of the reflected signal ℜRR decreases with the increase of the satellite altitude angle. The horizontal component of the reflected signal line polarization ℜHH decreases with the elevation angle, and the vertical component ℜVV increases after the satellite altitude angle exceeds about 6.8 degrees. This indicates that the right circularly polarized satellite signal undergoes a polarity conversion after scattering off the sea surface, transforming into left circularly polarized waves, with a significant proportion of energy conversion.

4.2.3 Description of Reflected Signals
Here, we analyze the model of reflected signals from navigation satellites on the ocean surface, using the reflection signal as an example. The ocean surface reflected signal results from the combined effects of different ocean surface reflection regions. Given that the reflection region area is relatively small, the impact of Earth's curvature can be neglected. The relationship diagram of the reflected signal is shown in Fig. 4.17 [3].[image: A sketch illustrating a transformation between two coordinate systems. On the left, a grid with axes labeled \(f_d\) and \(\tau\) features a highlighted square. A red curved arrow connects this to the right side, where a set of concentric ovals and intersecting lines are shown on axes labeled \(x\) and \(y\). The transformation suggests a mapping from the grid to the ovals, with highlighted areas indicating key regions.]
Fig. 4.17Schematic diagram of reflected signal relationship



Assume that the coordinates of the reflection point S are x,y,ζ, where ζ=ζx,y is a random variable representing the sea surface height, corresponding to the horizontal position vector r=x,y. m, n represent the unit vectors from the transmitter to the reflection point and from the reflection point to the receiver, respectively, we havem=RtRt=S-TS-T
 (4.30)


n=RrRr=R-SR-S
 (4.31)



Rr(t)=R-S, Rt(t)=T-S are the distances from the receiver and transmitter to the reflection point, respectively. q is defined as the reflection vector:q=kn-m=qx,qy,qz=q⊥,qz
 (4.32)


where qx, qy and qz are the components of the reflection vector in x, y and z directions respectively, q⊥=qx,qy denotes the horizontal component of the reflection vector, and β is the angle between the reflection vector and the z axis. The incident signal at the reflection point S can be expressed asES,t=A1Rtat-RtcexpikRt-2πifLt
 (4.33)



According to the Kirchkov approximation model, the reflected field at the receiver R can be expressed asEs(R,t)=14π∬D(r,t)ℜ∂∂N[E(S)exp(ikRr)Rr]d2r=∬D(r,t)∂E(S)∂N+E(S)∂Rr∂Nik+1Rrℜ4πexp(ikRr)Rrd2r
 (4.34)



D(r,t) is the directivity function of the receiving antenna, ℜ is the reflection coefficient for different polarizations, and ∂∂N is the normal derivative. Substituting Eq. (4.33) into Eq. (4.34) gives:E(R,t)=A∬D(r,t)at-Rt+Rrck+iRt∂Rt∂N+k+iRr∂Rr∂N×-ℜ4πiexpik(Rr+Rt)RrRtexp-2πifLtd2r
 (4.35)



Since:∂Rt∂N=-∇Rt·N=-RtRt·N=-m·N
 (4.36)


∂Rr∂N=∇Rr·N=RrRr·N=n·N
 (4.37)


where N is the normal unit vector, the · part can be expressed ask+iRt-m·N+k+iRrn·N≈q·N
 (4.38)


For rough sea surface, there areq·N≈q2qz
 (4.39)



Thus, Eq.(4.35) can be expressed asE(R,t)=A·exp(-2πifLt)·∬D(r,t)at-Rt+RrRt+Rrccgr,td2r
 (4.40)


where:gr,t=-ℜ4πiRtRrexpikRt+Rrq2qz
 (4.41)



In fact, the receiver, the transmitter, and the sea surface reflector elements are all in motion, and thus Rt, Rr are functions of time, and a first-order Taylor series expansion of Rtt0+Δt and Rrt0+Δt at t0 leads toRtt0+Δt≈Rtt0+Δtvs-vt·m
 (4.42)


Rrt0+Δt≈Rrt0+Δtvr-vs·n
 (4.43)


where vt,vr,vs is the velocities of the transmitter, receiver and sea surface reflection elements, respectively. Substituting Eqs. (4.42) and (4.43) into (4.41) and considering only the variation in the exponential term gives:gr,t0+Δt=gr,t0exp-2πifDr,t0Δt
 (4.44)


where fDr,t0 is the total Doppler shift, composed of Doppler shifts caused by the relative motion of the transmitter and receiver as well as by the relative motion of the reflection element, with:fDr,t0=fD0r,t0+frDr,t0
 (4.45)


fD0r,t0=vt·mr,t0-vr·nr,t0/λ
 (4.46)


frDr,t0=mr,t0-nr,t0·vs/λ=-qr,t0·vs/2π
 (4.47)


For the ocean surface, q⊥≪qz, the main contribution to frD comes from the vertical velocity component of the ocean surface gravity waves vsz, thusfrD≈qzvsz/2π
 (4.48)



Generally, vsz is very small, its effect of frD can be neglected in Doppler shifts.


4.3 Correlation Function of the Reflected Signal
As mentioned in Chap. 2, GNSS signals (e.g., GPS, GALILEO, and BDS) are direct-sequence spread spectrum signals, where the signals transmitted by satellites are distributed over a wide frequency band. Due to the limitations of satellite transmission power and the free-space attenuation caused by long-distance spatial transmissions, the GNSS signals received on the ground are buried in noise. Their power is too low to measure directly; it can only be measured through correlation processing, which provides processing gain. It can only be captured and measured through correlation processing. The power of the reflected signal is lower than that of the direct signal, and likewise, can only be analyzed after obtaining higher gains through correlation processing.
In the processing of direct GNSS signals, the correlation function of the local PRN code copy, a at any t0 moment and the signal output by the receiving antenna at t0+τ moment is defined as uD. The correlation function is defined as:YD(t0,τ)=∫0TiuD(t0+t′+τ)a(t0+t′)exp2πifc+f^dt0+t′dt′
 (4.49)


where Ti is the integration time, fc is the center frequency of the received signal, and f^d is the local Doppler estimate to compensate for the Doppler shift of the received signal. For a direct signal, the difference between uD and a differ by only one time delay, and by correlating with different delay moments τ The maximum value of the correlation function can be obtained by correlating the local code at different delay moments, when the local code and the received signal slice are aligned. The time delay information of the direct signal indicates the distance information from the transmitter to the receiver and can be used for navigation localization.
The correlation function of the reflected signal is defined in a similar way to that of the direct signal, as well as the correlation value between the received reflected signal and the locally generated standard signal. However, due to the roughness of the reflecting surface, the signal characteristics are more complex, which are characterized by the attenuation of the signal amplitude and the superposition of different time delays and different Doppler signals, which correspond to the different reflective units of the reflecting surface, [4] as shown in Fig. 4.18.[image: Chart titled "Delay-dependent power superposition curves" showing normalized power in decibels versus time delay in microseconds. Four curves represent different U/D ratios: 2.4 cm, 4.8 cm, 8.6 cm, and 10.0 cm, with varying slopes. The legend indicates line styles for each ratio. Additional parameters: \(i_j = 50 \, \text{km/s}\), \(\theta = 60^\circ\), \(\sigma = 0.7\), \(T_j = 1 \, \text{ms}\).]
Fig. 4.18Correspondence between reflective surface units and time-delay-Doppler units



Therefore, the correlation value of the reflected signal needs to be considered in terms of both time delay and Doppler frequency. Given this characteristic of the reflected signal, the correlation function of the reflected signal is analyzed from three perspectives: one-dimensional time-delay correlation function, tone-dimensional Doppler correlation function, and two-dimensional time-delay-Doppler correlation function.
4.3.1 One-Dimensional Time Delay Correlation Function
The one-dimensional time delay correlation function of the reflected signal is defined in the same way as the correlation function of the direct signal, as shown in Eq. (4.50):YR-Delay(t0,τ)=∫0TiuR(t0+t′+τ)a(t0+t′)exp2πifc+f^d+f0t0+t′dt′
 (4.50)



It can be seen that the one-dimensional time-delay correlation function of the reflected signal is the correlation value between the received signal and the local pseudo-code signal under a specific Doppler shift f0 with different time delays. It represents the one-dimensional variation trend of the reflected signal correlation value with time delay, reflecting the distribution of the reflected signals in specific equal Doppler regions on the reflection surface.
The relationship between the one-dimensional time delay correlation function of the reflected signal and the characteristics of the reflection surface is very close. For example, in the remote sensing of the sea surface wind field, the energy value of the one-dimensional time delay correlation function is closely related to physical parameters such as sea surface wind speed and wind direction. Figure 4.19 is the time-delay one-dimensional correlation power curve of the reflected signal under the conditions of the receiver height 5 km, satellite altitude angle 60°, wind direction angle to the incident plane of 0°, and the wind speed of 4-10 m/s with intervals of 2 m/s. It can be seen that as the wind speed increases, the peak power of the reflected signal decreases and is shifted towards greater time delays, and the slope of the reflected signal decreases along the falling edge. This indicates the distribution of the reflected signal power in the illuminatio area; as the wind speed increases, the sea surface roughness increases, and the signal power in the quasi-mirror direction decreases; the trailing of the reflected signal correlation power increases with time-delay spreading, which is due to the increase in sea surface roughness, the illumination area enlarges, and the reflected signals far from the specular point reach the receiver with greater time delays; moreover, at lower wind speeds, the spacing changes between the scattering signal power curves are significant, while at higher wind speeds the changes are smaller.[image: Chart showing normalized power in dB versus Doppler shift in Hz. The graph features two curves, one for φ = 90° and another for φ = 0°, with annotations pointing to each. Parameters include \( h_{\gamma} = 5.0 \, \text{km} \), \( \theta = 90^\circ \), \( U_{10} = 10.0 \, \text{m/s} \), and \( T_i = 10 \, \text{ms} \). The x-axis ranges from -600 to 600 Hz, and the y-axis from -40 to -5 dB.]
Fig. 4.19One-dimensional time delay correlation power at different wind speeds




4.3.2 One-Dimensional Doppler Correlation Function
The one-dimensional Doppler correlation function refers to the correlation value between the received signal and the local carrier signal at different Doppler frequency shifts at a specific certain code delay τ0, as shown in Eq. (4.51)YR-Doppler(t0,f)=∫0TiuR(t0+t′+τ0)a(t0+t′)exp2πifc+f^d+ft0+t′dt′
 (4.51)



It can be seen that the one-dimensional Doppler correlation function characterizes the frequency domain properties of the reflected signal, reflecting the distribution of the reflected signal in different iso-Doppler zones within a specific iso-delay ring on the reflecting surface.
The one-dimensional Doppler correlation function of the reflected signal is also closely related to the characteristics of the reflecting surface. Figure 4.20 gives the one-dimensional Doppler correlation power values of the reflected signals under different wind direction conditions in the remote sensing application of the sea surface wind field, showing the sensitivity of the Doppler one-dimensional correlation value power curve to wind direction.[image: A 3D plot illustrating a surface graph with axes labeled "Time delay" in seconds, "Doppler shift" in Hertz, and "Normalized power" in decibels. The surface is color-coded, transitioning from blue at the lower values to red at the peak, indicating variations in power across different time delays and Doppler shifts. The grid lines provide a reference for the data points on the plot.]
Fig. 4.20One-dimensional Doppler correlation power under different wind directions




4.3.3 Time-Delay-Doppler Two-Dimensional Correlation Function
By integrating the time-delay one-dimensional correlation function and the Doppler one-dimensional correlation function, the time-delay-Doppler two-dimensional correlation function of the reflected signals can be obtained, as shown in Eq. (4.52)YR-Delay(t0,τ,f)=∫0TiuR(t0+t′+τ)a(t0+t′)exp2πifc+f^d+ft0+t′dt′
 (4.52)



It reflects the correlation values of the reflected signals at the cross regions of the delay lines and Doppler lines in the reflection zone, and is the most comprehensive way to describe the reflected signals. Figure 4.21 shows a typical time-delay-Doppler two-dimensional correlation power waveform diagram in ocean remote sensing.[image: A 3D plot illustrating the relationship between time delay, Doppler shift, and normalized power in decibels (dB). The x-axis represents time delay, the y-axis shows Doppler shift in Hertz (Hz), and the z-axis indicates normalized power in dB. The surface is color-coded, transitioning from blue to red, indicating varying power levels across the grid. The plot visualizes how power changes with different time delays and Doppler shifts.]
Fig. 4.21Typical time-delay-Doppler two-dimensiona correlation power



The two-dimensional correlation power values can describe the strength of reflection signals from different reflection surface units, where its peak amplitude can indicate the reflectivity of the reflection medium to GNSS reflection signals. The time delay of two-dimensional correlation values can describe the path delay relationship of reflection signals compared to direct signals, and the phase of two-dimensional correlation values can describe the coherence characteristics of the reflection signals themselves. These physical parameters are crucial for remote sensing using GNSS reflection signals, making the effective acquisition of this two-dimensional correlation value matrix a key issue for feature extraction of reflection signals.


4.4 Summary
Compared to direct signals, the essence of GNSS reflection signals is multipath. This chapter, based on the signal model from the previous chapter and starting from the reflection characteristics of electromagnetic waves, provides a detailed analysis of the polarization and reflection coefficients of electromagnetic waves. It discusses the geometric relationship between navigation satellites, receivers, and reflection surfaces and presents the mathematical expressions for reflection signals. Relying on classical processing methods for spread spectrum signals, the correlation function of reflected signals is elaborated in detail from three different perspectives: time dimension, frequency dimension and a two-dimensional combination of time and frequency. Using ocean remote sensing applications as examples, it demonstrates several reflection signal correlation power diagrams, laying the foundation for subsequent analyses.

[image: Logo: Creative Commons license CC BY-NC-ND]Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License (http://​creativecommons.​org/​licenses/​by-nc-nd/​4.​0/​), which permits any noncommercial use, sharing, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if you modified the licensed material. You do not have permission under this license to share adapted material derived from this chapter or parts of it.
The images or other third party material in this chapter are included in the chapter's Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
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The signals reflected by navigation satellites in the target area contain rich physical characteristics information of the target, and the accurate extraction and metrics of this information to invert the physical state of the target is the premise and theoretical basis for remote sensing detection using reflected signals. This chapter, from the correlation value characteristics of the reflected signal, introduces the general method for receiving and processing GNSS reflection signals.
5.1  Generalized Model of a Reflected Signal Receiver
5.1.1 General Model
Referring to the GNSS receiver general structure, Fig. 5.1 presents the GNSS-R receiver general structure.[image: Diagram illustrating a flow chart for signal processing. The top section shows two parallel processes starting with antennas labeled RT/CP and TH/CT, each connected to an amplifier, then to RF, and ADC blocks. The RT/CP path leads to a "Capture/Tracking/Positioning" block, with outputs for "Navigation and Positioning Information" and "Code Phase/Doppler Shift." The TH/CT path leads to "Reduced Signal Processing." Below, a decision matrix compares processing speed and flexibility across five technologies: ASIC, FPGA/DSP, Assembly Language, Advanced Language, and Simulation Tools, with arrows indicating high to low processing speed and flexibility.]
Fig. 5.1General structure of a GNSS-R receiver



A GNSS-R receiver generally consists of two antennas: a Right Hand Circular Polarization (RHCP) antenna directed towards the zenith for receiving direct satellite signals and a Left Hand Circular Polarization (LHCP) antenna pointing towards the reflecting surface for receiving reflected signals. The receiver contains multiple parallel channels: the direct channel connected to the RHCP antenna acquire the pseudorange and Doppler observations and calculate positioning solutions; reflection channels connected to the LHCP antenna acquire correlation power values for different time delays and Doppler shifts through an open-loop approach.
As to GNSS-R remote sensing applications, the role of the direct signal is as follows: (1) The code phase and Doppler shift tracked from the direct signal tracking can be used as the essential auxiliary information for rapid processing of reflection signals; (2) The power of the direct signal can serve as a normalization reference for the reflected signal, correcting for power variations caused by satellite transmit power changes, atmospheric attenuation, and changes in satellite elevation angle; (3) Precise positioning solutions and timing information provide information such as the moment of signal acquisition as well as the position and speed of the receiver.

5.1.2 Implementation
At the early stage, GPS reflected signal receivers were improved based on traditional navigation receivers by using a single RHCP antenna. By orienting the antenna horizontally during observation, both direct and low-elevation angle reflected signals could be received [1]. However, as the satellite elevation angle increased, the signal polarization changed, which could not be received by the ordinary GPS RHCP antenna, thus preventing the reception of all reflected signals. To solve the aforementioned problem, generally, two different polarized antennas were used: one standard GPS RGCP antenna directed towards the zenith for direct signals, and another high-gain LHCP antenna for reflected signal from the reflected area. Also, some research institutions had used two commercial receivers to carry out the test of sea surface wind field detection, one for receiving and processing direct signals with an RHCP antenna for positioning solutions, and another for receiving sea surface reflected signals with an LHCP antenna, with the results from the first receiver assisting in processing the reflected signals. The advantage of this approach was to realize the reception of the reflected signal; the disadvantage was that the time delay information of the direct signal and the reflected signal was complicated to compare, and the reflected signal processing process lacked real-time. Later, NASA’s Jet Propulsion Laboratory developed a 16-channel reflection signal receiver based on conventional receivers with four RF front ends, allowing for different antenna configurations. The initial reflection signal receiver, known as the Delay Mapping Receiver (DMR), was designed to map reflection signal correlation data from different reflection areas to different time delays as the receiver’s output, producing one-dimensional time-delay-correlation power data. This has evolved into the Delay/Doppler Mapping Receiver (DDMR), outputting time-delay-correlation power data, Doppler-correlation power data, and two-dimensional time-delay-Doppler-correlation power data, representing the typical receiver for current GNSS-R applications [2]. Currently, the technical development and classification of GNSS-R receivers are shown in Fig. 5.2.[image: Flow chart illustrating the development of specialized real-time receivers for satellite-based conditions. The left path shows a progression from hardware receiver to GPS receiver modification, then to two GPS receiver antennas, followed by delay mapping receiver (DMR), and finally to time-delay Doppler mapping receiver. The right path starts with software receiver, based on an improved TurboRogue-receiver, then to high-speed acquisition card plus software receiver, and ends with specialized real-time software receivers. Both paths converge to specialized real-time receivers for satellite-based conditions.]
Fig. 5.2GNSS-R receiver technology trends and classifications



At present, GNSS-R receivers can be divided into two categories according to their implementation: software receivers and hardware receivers. Software receivers mainly consist of an RF front end and software, where the RF front end down-converts the signal to baseband, and after sampling and analog-to-digital conversion, the raw data is stored directly for software-based signal processing. Hardware receivers perform signal processing with correlator chips, directly outputting waveforms after correlation processing. Software receivers offer simplicity and flexibility, making it easier to change algorithms and parameters during signal processing. However, they produce a large volume of data and struggle to output waveforms in real-time, which some applications, such as space borne conditions, cannot accept. Real-time capability is precisely the advantage of hardware receivers. The following summarizes the GNSS-R receivers developed and used by foreign entities reported in the literature.
Currently, there are several types of software receivers available:	(1)
Two sets of equipment developed by ESA. The first set’s downconversion and sampling are based on a GPS development toolkit from GEC-Plessey, with data storage completed by Vitrek’s Signatec high-speed data acquisition system, allowing for the continuous collection of raw data for only 2.56 s. Experimental data analysis results are presented in reference [3]. The second set of equipment is based on the improved Turbo Rogue GPS receiver and Sony’s SIR-1000 storage device, capable ofcollecting L1, L2 band I, Q dual-channel signals. However, ESA’s equipment only used the L1 band I channel signal and conducted corresponding experiments [4–6].

 

	(2)
Equipment made by NASA, similar to ESA’s second set of equipment but using L1, L2 band I, Q dual-channel signals for corresponding experiments [7, 8]

 

	(3)
A device developed by the Johns Hopkins University Applied Physics Laboratory, also utilizes a GEC-Plessey chip, with a sampling frequency of 5.714 MHz [9]. The related experiments completed can be found in the reference [10, 11].

 

	(4)
Equipment developed by the Institute of Space Studies of Catalonia, similar to ESA’s second set of equipment but using L1 band I, Q dual-channel signals [12].

 

	(5)
Equipment developed by the University of Colorado, focuses on the advantages of software design. Reference [13] describes it in detail how to select a software receiver that is suitable for the current environment and anticipated future needs in embedded systems.

 

	(6)
Equipment developed by Starlab in Spanish, which can be deployed on multiple platforms for coastal monitoring operations. In references [14] the basic components and processing of the device are described.

 

	(7)
Equipment developed by the Surrey Satellite Space Center also uses the GEC-Plessey chip. Currently, the device has been tested on the UK-DMC satellite, successfully collecting GPS signals scattered from the surface of the Earth from outer space [15].

 

	(8)
Equipment developed by NAVSYS Corporation. This equipment consists of a digital front-end and a high-speed storage system, and its major advantage is that it can control the beam of the antenna for greater gain [16].

 





The main types of hardware receivers available are as follows:	(1)
Equipment developed by NASA, using GEC-Plessey 2021 correlator chip. The receiver first performs 1 ms of coherent accumulation, then followed by 0.1 s of incoherent accumulation, and outputs a correlation waveform with 12 correlation function values, each delayed by 0.5 μs apart. The literature [17] describes its experimental setup.

 

	(2)
Equipment developed by the German Geological Research Center, based on open-source software from Reference [18], with a hardware environment similar to NASA developing equipment. Experiments using this equipment are described in the reference [19].

 

	(3)
Equipment developed by the Institute of Space Studies of Catalonia, consisting of 10 groups, each with 64 correlators. Each group of correlators can use different template signals, with delays of 50 ns between each correlator [20].

 





Hardware receivers can be configured in two different modes: serial operation mode and parallel operation mode. In serial mode, a scattering signal is input into a correlator, which computes the signal collected at different times with different parameter template signals to produce the output waveform. In parallel mode, a scattering signal is input into multiple correlators, each of which computes the signal collected at the same time with different parameter template signals to produce the required waveform. The parallel mode offers better real-time performance because the different sampling points of the correlated waveform are obtained by processing the signal collected at the same time, thus containing more accurate information. The disadvantage of the parallel mode is that it requires more correlators.


5.2 Reflected Signal Processing Methods
The reception and processing of GNSS direct signals maximize the correlation power by altering the time delay and Doppler frequency shift. The point of maximum correlation power contains precise pseudorange information, hence the correlation operation mainly targets a specific time delay-Doppler point. In contrast, the reception and processing of GNSS reflection signals are concerned with the one-dimensional correlation values of time delay near the maximum point, the one-dimensional correlation values of Doppler frequency, or the two-dimensional correlation surface of time delay-Doppler. Thus, the correlation operation expands from “point” to “line” and “surface”. Since the one-dimensional correlation value of time delay and Doppler frequency of the reflection signal are special forms of the two-dimensional correlation value of time delay-Doppler, this section primarily introduces the calculation method for the two-dimensional correlation value of time delay-Doppler.
5.2.1 Discrete Forms of Reflected Signals
The reflected signal consist of components with different time delays and Doppler shifts, and their characteristics can be described by the correlation values of the reflected signal under different code delays and Doppler shifts. In practical reception and processing of reflected signals, the signals are given in discrete form. For this reason, Eq. (5.1) presents the discrete form of the time delay-Doppler correlation function of the reflected signal.DDMkτN_delay,fN_Doppler=∑n=k-1TifSkTifSsRnTS·CnTS-τD-τE-τN_delay·expj2πfIF+fD+fE+fN_DopplernTS
 (5.1)


Here, DDM(·) is the complex two-dimensional correlation function with respect to time delay and Doppler shift. Ti is the coherence accumulation time, fS is the sampling frequency of the received signal, TS is the sampling interval of the received signal, sRnTS is the reflected digital IF signal, C(·) is the pseudo-random code of the navigational satellite, fIF is the center frequency value of the reflected digital IF signal, τD is the time delay of the direct signal, τE is the time delay of the reflected signal with respect to the direct signal, fD is the carrier Doppler frequency of the direct signal, fE is the average carrier Doppler shift of the reflected signal with respect to the direct signal, τN_delay is the time delay relative to the specular reflection point, and fN_Doppler is the Doppler shift value relative to the center frequency of the reflected signal.
For the discrete form of the two-dimensional correlation function of reflection signals, the following basic definitions for the calculation of the two-dimensional correlation value of reflection signals are used to describe the process of reflection signal processing.
Reference point: in terms of specular reflection point time delay τ0(τ0=τD+τE) and Doppler shift f0(f0=fD+fE) as the time delay/Doppler coordinate zero point.
Time delay window: the time delay range of the reflection signal that needs to be processed, denoted as Tw.
Time Delay interval: the time delay interval during reflection signal collection, denoted as ΔTw, whose value is controlled by the receiver resources and maximum original signal sampling rate.
Doppler Window: the Doppler range that needs to be processed for reflection signal collection, denoted as Fw.
Doppler Interval: The interval of Doppler during reflection signal collection, denoted as ΔFw, the value of which is limited by the receiver resources.
Figure 5.3 represents the relationship among these definitions. Based on this, the two-dimensional correlation processing of reflection signals is as follows: (1) For each selected satellite, estimate the code delay and Doppler shift of the specular reflection point based on the direct channel information and set it as the reference zero point; (2) According to the requirements of the signal collection task, set the range and interval of the time delay window/Doppler window for reflection signal collection; (3) Perform coherent and incoherent accumulation of the reflection signal to calculate the correlation values under different time delays/Doppler shifts.[image: A grid-based heatmap illustrating a Doppler window versus a latency window. The grid is marked with a "Mirror reference point" labeled at coordinates (0,0). The axes are labeled as "Doppler window" and "Latency window," with intervals indicated as "Doppler interval" and "Latency interval." The heatmap highlights a specific area in black, representing the reference point.]
Fig. 5.3Shows the definitions involved in the calculation of the two-dimensional correlation values of reflection signals



From the two-dimensional correlation process, it can be seen that to complete the calculation of the two-dimensional correlation value of reflection signals, it is necessary to consider several aspects, such as the form of the calculation, the selection of the reference point, and the method of generating the local signal. In addition, due to the low signal-to-noise ratio of the reflection signals, it is necessary to improve the signal-to-noise ratio of the two-dimensional correlation values to enhance inversion accuracy.

5.2.2 Multi-channel Correlation Processing Algorithm
Similar to the processing of direct signals, the calculation of two-dimensional correlation values can be conducted in both serial and parallel modes, which can be further categorized into time-delay-serial-Doppler serial, time-delay-serial-Doppler parallel, time-delay-parallel-Doppler serial, and time-delay-parallel-Doppler parallel.	(1)
Time-delay serial-Doppler serial

 





In this processing mode, one correlator is used for a single satellite, and the code phase and carrier Doppler are calculated serially. The process is as follows: first, a carrier Doppler frequency is preset within the specified Doppler range, and at this Doppler frequency point, the local code phase is moved one code phase unit at a time to perform correlation operation with the input signal. After completing all time delay units, set the local Doppler value to the next Doppler unit until all time delay/Doppler units are completed.
The advantage of this method is that the hardware circuit is simple and easy to implement, but the drawback the long calculation time. When the impact of the Doppler shift is minor, the Doppler can be set to a single fixed value for time delay correlation value calculation. Theoretically, this method can also serially be used to calculate correlation values under different Doppler shifts, but its efficiency is too low that it is generally not adopted.	(2)
Time-delayed serial-Doppler parallel

 





For a single satellite, this method employs a single code generator to compute the code serially, while employing Nf carrier correlators toparallel process the carrier Doppler rangel. The Nf carrier correlators generate carriers at different frequencies, with the number of correlators related to the Doppler window range, and and Nf is at least equal to Fw/△Fw.
When GNSS-R receiver resources are limited but two-dimensional computation is needed, this method can be adopted. Taking a 12-channel receiver as an example, the method can be set up as follows: the first 6 channels are used to process the direct satellite signal, and the 6 reflection channels process the reflection signal of a single satellite in parallel, with each Doppler shift value processed by one reflection channel.	(3)
Time-delay Parallel-Doppler Serial

 





This method uses Nc independent code correlators, where, under normal circumstances, the code phase difference between correlators is 1/2 chip. The Nc code correlators share a single carrier NCO, with carrier Doppler calculated in a serial scanning manner.
Still taking a 12-channel receiver as an example, only 1 channel is used to track the code phase and Doppler shift of a single satellite direct signal, and the remaining 11 channels are all processing the satellite signal, configured with different time delays, and the interval between channels is 1/2 a chip, allowing for 11 different time delay points to be set. The Doppler shift can be sequentially controlled or set to a fixed value. For a1ms pseudocode period, a time delay Doppler curve can be computed every 1 ms. Further, incoherent accumulation (e.g. 100 times) can also be performed before output.	(4)
Time-delay parallel-Doppler parallel

 





This method is the most frequently used in the calculation of two-dimensional correlation values of reflection signals, and its typical structure is shown in Fig. 5.4. It employs Nc *Nf independent correlators to parallel generate C/A code sequences and carrier sequences, enabling the acquisition of multiple time-delay-Doppler two-dimensional correlation values of a single satellite within an integration period.[image: Diagram illustrating a flow chart for a signal processing system. The chart includes multiple interconnected components such as mixers, filters, and signal paths. Arrows indicate the flow of signals through various stages, leading to a final output represented by a colorful 2D spectrum. Text in the image is in a non-English language, with labels on components and signal paths. The diagram emphasizes the process of converting input signals into a visual spectrum output.]
Fig. 5.4Typical structure of the time-delay-Doppler two-dimensional correlation value solver



To obtain effective two-dimensional correlation values of reflection signals, it is necessary to correctly select the time-delay-Doppler reference point for two-dimensional correlation values, and the time-delay and Doppler values. In the application of reflection signals, the time delay and Doppler values at the specular reflection point are generally used as reference points.	(1)
Calculation of time delay values at specular reflection points

 





The path delay of the reflected signal with respect to the GNSS launch point is expressed in Eq. (5.2):ρR=c·τR=ρD+ΔρE
 (5.2)


where τR is the time delay of the reflected signal relative to the launch point, c is the speed of light, ρD is the path delay of the direct signal relative to the launch point, and ΔρE is the path delay of the reflected signal relative to the direct signal. Since the path delay of the direct signal relative to the launch point can be obtained directly by processing the direct signal, it is only necessary to calculate the path delay of the reflection signal relative to the direct signal to establish the time-delay reference for the reflected signal's two-dimensional correlation function.
The receiver first determines the positions of the navigation satellites and itself from the received direct signals, then calculates the height of the receiver platform with respect to the reference horizontal plane hR and the elevation angle of the visible navigation satellites θ. Using the geometric relationship of reflection events, a rough estimate of the time delay of the reflected signal is obtained as follows: [21]ΔρECoarse=2hRsinθ
 (5.3)


	(2)
Calculation of Doppler values at specular reflection point

 





The carrier Doppler frequency shift of the reflected signal is expressed in Eq. (5.4):fR=fD+fE
 (5.4)


where fD is the Doppler frequency of the direct signal, fR is the Doppler frequency of the reflected signal, and fE is the Doppler frequency shift of the reflected signal relative to the direct signal.
The Doppler frequency component of the direct signal can be obtained through the capture and carrier tracking process of the direct signal, and fE can be estimated by Eq. (5.5):fE=vt·ui-vr·ur-vt-vrurtvt·ui-vr·ur-vt-vrurtλλ
 (5.5)


where vt and vr are the operating speeds of the navigation satellite and the receiving platform, respectively, ui and ur are the unit direction vectors of the incident and reflected signal paths and urt is the unit direction vector between the navigation satellite and the receiving platform, all of which are obtained by obtained from the navigation and positioning processing.

5.2.3 Calculation of Specular Reflection Point
The intersection of the plane formed by the satellite’s vertical line and the receiving antenna with the Earth’s surface creates a curve, and the reflection point lies on this curve. According to the principle of reflection, the angle of incidence should equal the angle of reflection. Assuming that the receiving antenna is stationary, the reflection point S is also a moving point with the movement of the satellite; at the same time, different satellites will produce different reflection points. The specular reflection point position is calculated by a two-step method, first assuming that the reference surface is an ellipsoid surface, and calculating it iteratively, then making corrections.
In the WGS84 coordinate system, let the center of the sphere be O. The coordinate vectors of the transmitter, receiver, and mirror points are T, R, and S, respectively, and T, R, and the heights HT and HR relative to the ellipsoid are known so that γt+γr can be calculated.
As shown in Fig. 5.5, R′ is the mirror point of R along the line OM, and C is the mirror point of M along the line RR′. From the geometric relationship, it can be seen that RS = R′S, RM=CR′, which can be concluded as follows:RM/MT=CR′/MT=SR′/ST=SR/ST=HR/HT⇒RM/RT=HR/HR+HT⇒RM=HR/HR+HTRT⇒M=R+HR/[HR+HT]T-R
 (5.6)


[image: Diagram illustrating geometric relationships with labeled points and angles. A circle is centered at point O, with lines extending to points R, R', and T. Angles are marked as α_r, α_t, γ_r, and γ_t. Dashed lines indicate perpendiculars and connections between points M, C, and S. The diagram emphasizes the spatial arrangement and angular relationships between these elements.]
Fig. 5.5Schematic diagram of the geometric relationship for calculating the specular reflection point



Thus, the position of vector M, as well as γt, γr can be calculated. According to the triangular relations OST and OSR, we can calculate αt and αr respectively. However, usually, αt and αr are not equal after the above calculation, so they can be re-estimated αt and αr and new angles αr’ and αt’ are calculated as:αr′=αt′=HTαt+HRαr/HT+HR
 (5.7)



The OSR and OST triangles are used to recalculate γt and γr, which are denoted as γt′ and γr′, respectively, and the average value of γt is calculated according to Equation γt+γr+γt′-γr′/2. After solving for M based on the new value of γt, αt and αr are calculated. The above process is iterated until αt = αr. Actual simulations show that after 10 iterations, the difference between αt and αr can be less than 10–5 radians.
The above calculations assume that the normal vector of the specular reflection point and the Earth’s radial direction are consistent. If there is a deviation between the radial direction of the Earth and the specular point’s normal vector, it can be used to correct the position of the reflection point. In reality, there are deviations between the actual Earth’s surface and the WGS-84 ellipsoid model, and further correction is needed on the basis of the solution results.
The Earth’s surface approximation can choose the rotating ellipsoid surface or the geoid, as shown in Fig. 5.6. The difference between the reference ellipsoid and the instantaneous sea level is on the order of tens of meters. If the geoid model is used, the difference is maximally up to a few meters. Using the global Earth Gravitational Model 1996 (EGM96) geoid, the accuracy can reach the decimeters level at the sea surface; if the more precise local geoid model is used, the accuracy can reach centimeters level.[image: Diagram illustrating geodetic concepts. The left panel shows a cross-section of a rotating ellipsoid and geodetic surface with labeled axes: x, y, and z. The right panel depicts the natural surface of the Earth, transient sea level, geodetic surface, and rotating ellipsoid. Arrows indicate various directions and surfaces, with hatching representing the Earth's surface.]
Fig. 5.6Schematic of geodetic leveling surface



The reflection point position correction is decomposed into two parts: the incident plane component and perpendicular to the incident plane component. This is shown in Fig. 5.7a, b.[image: Two-panel sketch illustrating correction components in relation to an incidence plane. \\n\\nPanel (a) shows the correction component within the incidence plane, featuring angles labeled \( \alpha \), \( \alpha_{\text{new}} \), and \( \pi/2 - \alpha \). Points \( R \) and \( T \) are marked, with vectors indicating directions and distances \( \Delta_r \) and \( \Delta_t \). The line \( S \) is labeled with distance \( t \).\\n\\nPanel (b) depicts the correction component perpendicular to the incidence plane, with points \( R \) and \( T \) connected by dashed lines. Distances \( \Delta' \) and \( \Delta'_t \) are shown, along with a line labeled \( S \) and distance \( t \).]
Fig. 5.7Methods of correcting the position of the specular reflection point



In Fig. 5.7a, from the geometric relationship where the angle of incidence equals the angle of reflection and the relationships within and external to the triangle, it is known:ππ22-αnew=ππ22-α+Δ-Δr=ππ22-α-Δ+Δt⇒Δr+Δt=2Δ⇒Δr=2Δ-Δt
 (5.8)



Furthermore, according to the common side lengths of right-angled triangles being equal, there are:tsinππ22-αnew=TSsinΔt⇒t=TSsinΔt/sinπ/2-αnew
 (5.9)


tsinππ22-αnew=RSsinΔr⇒t=RSsinΔr/sinππ22-αnew
 (5.10)


resulting in RSsinΔr=TSsinΔt
Substituting Δr=2Δ-Δt into the above equation, and Δt is very small (cosΔt≈1), thensinΔt=RSsin2Δsin2ΔTS+RScos2ΔTS+RScos2Δ
 (5.11)



Then the correction ist=TSsinΔt/sinππ22-αnew=TSsinΔt/cosα+Δ-Δt
 (5.12)



Similarly, from the geometric relationship in Fig. 5.7b, we can derive:Δ′r-Δ′=Δ′-Δ′t⇒Δ′r+Δ′t=2Δ′⇒Δ′r=2Δ′-Δ′t
 (5.13)


t′=RScosαsinΔ′r/cosΔ′r-Δ′=TScosαsinΔ′t/cosΔ′-Δ′t⇒RSsinΔ′r=TSsinΔ′t
 (5.14)



Let cosΔ′t≈1, havesinΔ′t=RSsin2Δ′sin2Δ′TS+RScos2Δ′TS+RScos2Δ′
 (5.15)


t′=TScosαsinΔ′t/cosΔ′-Δ′t
 (5.16)



The corrections t′ and t are re-solved for Δ and Δ′ and iterated until t′ and t are less than a certain threshold, thus obtaining the exact position of the reflection point.

5.2.4 Methods for Improving the Signal-To-Noise Ratio
Reflected GNSS Signals have a longer propagation path than direct signal, resulting in greater attenuation. A common method to improve the signal-to-noise ratio (SNR) when computing the two-dimensional correlation function of reflected signals is to combine coherent and incoherent accumulation.
As shown in Fig. 5.8, the combination process of coherent and incoherent accumulation is illustrated. The correlator outputs an I and Q value every 1 ms (note: 1 ms corresponds to one pseudocode period), with data from n ms being coherently accumulated, followed by m instances of incoherent accumulation.[image: Flow chart illustrating a signal processing sequence. The first block labeled "Coherent accumulation n ms" receives inputs \(I_1\) and \(Q_1\), and outputs \(I_2\) and \(Q_2\). The second block labeled "Non-coherent accumulation n m times" receives inputs \(I_2\) and \(Q_2\), and outputs \(I_3\) and \(Q_3\). Arrows indicate the flow of data between blocks.]
Fig. 5.8Combination of coherent and incoherent accumulation



The relationship between the items in Fig. 5.8 can be expressed by Eqs. (5.17) and (5.18) as follows:I2j=∑i=1nI1iQ2j=∑i=1nQ1ij=1,2,3…
 (5.17)


I3=∑j=1mI2j2Q3=∑j=1mQ2j2
 (5.18)



That is, coherent accumulation is the direct accumulation of the outputs of the I- and Q-channel integrators, while incoherent accumulation involves adding the squares of their outputs.	(1)
Coherent accumulation

 





Taking a 1 ms pseudocode period as the baseline for coherent accumulation, when increasing the coherent accumulation duration, it is equivalent to narrowing the noise bandwidth. The process gain, also known as the coherent gain, is the amount of signal-to-noise ratio enhancement after the coherent accumulation, denoted as:Gc=10lgn
 (5.19)



Although coherent accumulation can improve SNR, it requires signal coherence over the duration of accumulation, with phase continuity ensured. For a 50bps navigation message transmission rate, with data bit length being 20 ms, coherent accumulation time typically does not exceed 20 ms. The coherence of the reflected signals depends mainly on the motion state of the receiver, and the coherent integration time at the specular reflection point can be defined by Eq. (5.20) [22, 23].τcoh=λ2vrhr2cτcsinθ
 (5.20)


where, λ is the GNSS signal carrier wavelength, hr is the receiver height, cτc is the length of 1 code chip, and vr is the receiver’s velocity. It can be seen that the higher the receiver’s velocity, the shorter the coherence time; at the same speed, the higher the receiver’s altitude, the longer the coherence time. Table 5.1 lists the coherence time for several typical scenarios.Table 5.1Coherence times for several typical scenarios

	Platform height km
	Altitude angle
	Speed/km/s
	Coherence time/ms

	1
	90°
	0.1
	1.3

	10
	90°
	0.1
	4.0

	500
	90°
	7.0
	0.4




Compared to direct signals, reflected signals have a shorter coherent time, and the coherent time for reflected signals also varies at different delay moments. In engineering applications, the accumulation time is generally chosen to be slightly larger than the coherent time.	(2)
Incoherent accumulation

 





After coherent accumulation, further processing gain improvements can be achieved through incoherent accumulation of the coherent accumulation results. Unlike coherent accumulation, incoherent accumulation does not maintain carrier phase continuity. When Ti is equal to 1 ms, the processing effects of different non-coherent accumulation times m are shown in Fig. 5.9.[image: Four 3D plots display signal-to-noise ratio (SNR) in dB against two variables, with varying levels of noise. Each plot is labeled with different values of "m": 1, 10, 100, and 1000. The x-axis and y-axis represent different parameters, with the z-axis showing SNR in dB. The plots illustrate how SNR changes with different "m" values, showing more stability as "m" increases. Additional parameters are noted below: h = 3.0 km, θ = 60°, C = 10, v = 8 m/s, Φ = 0°, Ti = 1 ms.]
Fig. 5.9Effect of different incoherent accumulation times



The SNR in the figure refers to the signal-to-noise ratio after considering the coherent gain. The SNR improvement brought by M instances of incoherent accumulation is known as the incoherent accumulation gain, as follow:Gnc=10lgm
 (5.21)



In general, the maximum value of incoherent accumulation time should be maintained in the range where the transmitter–receiver geometry does not change significantly. The incoherent accumulation is obtained modulo the complex result of the I and Q coherent integrals, where the noise mean value is no longer zero, and the modulo process is accompanied by the generation of new random variables. Therefore, in addition to providing a certain degree of signal-to-noise gain, the incoherent accumulation also introduces SNR loss, called the squaring loss L(m). Analysis of squaring loss is more complicated and readers can refer to the references for more details [24–26]. In general, the squaring loss is closely related to the coherent integral SNR. It is worth noting that the squaring loss in incoherent accumulation may “enhance” rather than “reduce” the incoherent accumulation gain if the signal strength is sufficiently substantial.	(3)
Total Gain

 





After combining coherent and incoherent accumulation, the signal processing gain can be expressed asG=10lgn+10lgm-L(m)
 (5.22)


	(4)
Eliminating the effects of data bit transitions

 





Navigation satellite signals contain navigation message data bits, and transitions in the data bits will reverse signal polarity, affecting the results of coherent accumulation. For example, the navigation message modulated on the L1 carrier has a rate of 50bps, and the length of the data bits is 20 ms; if the neighboring data are not the same, there will be a phase change in the 20 ms interval, and the length of the coherent accumulation time should consider this impact. To address this issue, a collaborative processing approach for direct and reflected signals can be used. Firstly, the carrier phase of the direct signal is tracked, and after carrier phase synchronization is achieved. Then, the sign of the in-phase component ID output from the correlation channel of the direct signal is used to compensate for the two-dimensional correlation value matrix of the reflected signal, to eliminate the influence of the data bit transitions. Figure 5.10 illustrates the principle of implementing the direct signal data bit compensation algorithm.[image: Flow chart illustrating a signal processing system. The top box labeled "Direct signal tracking" connects to a mixer symbol, which outputs "DDM: solution data." Below, a box labeled "Reflected Signal Correlator Channel (CDT, i)" connects to "DDM with data." Arrows indicate the flow of "Direct signal" and "Reflected signal" through the system.]
Fig. 5.10Schematic diagram of the implementation principle of the data bit compensation algorithm for direct-radiation signals





5.3 Hardware Receiver
5.3.1 Overall Architecture of the Receiver
The overall hardware system architecture of a receiver for Reflected GNSS Signals, as shown in Fig. 5.11, includes components such as Right Hand Circular Polarization (RHCP) antenna, Left Hand Circular Polarization (LHCP) antenna, and dual RF front end, High-speed A/D converter, Field Programmable Gate Array (FPGA) dedicated correlator, DSP (Digital Signal Processor), high-speed data transmission interface (multiple can be configured as needed) and data storage devices.[image: Diagram illustrating a signal processing system. Two antennas, labeled RHCP and LHCP, connect to an RF unit, which includes two RF components. These connect to AD converters for signal sampling. The signals are processed on a Reflective Signal Receiver Main Board, featuring FPGA, USB2.0, RS232, and DSP components. Outputs are directed to data processing and mission monitoring industrial controllers. Key terms: RF unit, signal sampling, signal processing, data acquisition, navigational information.]
Fig. 5.11Schematic of the receiver’s overall architecture



The RHCP antenna can be a general GNSS antenna used to receive direct signals from GNSS satellites; the LHCP antenna could be a multi-element array antenna or a conventional microstrip antenna, depending on the requirements for gain and beamwidth in the application domain, used for receiving GNSS satellite signals reflected off various surfaces. Task monitoring and data acquisition storage devices are usually equipped with serial and USB (Universal Serial Bus) interfaces for uploading data processed by the receiver. The specific processing flow of the GNSS reflection signal receiver is shown in Fig. 5.12.[image: Flow chart illustrating a signal processing system. It begins with RHCP and LHCP inputs, each undergoing frequency transformation. Both paths proceed to A/D Sampling and Quantization. The RHCP path leads to direct channel capture tracking, solving navigation and positioning solutions, and satellite status information, with outputs to Serial port 1 and USB upload data. The LHCP path involves reflective channel signal processing, calculating reflected signal correlation and power values, and outputs to Serial port 2. Both paths interact with FIFO for data management.]
Fig. 5.12Specific processing flow of Reflected GNSS Signal receiver



Direct and reflected signals are received through the RHCP and LHCP antennas, respectively, and then filtered and down-converted to intermediate frequency analog signals by the dual RF front-end. They are sampled by dual-channel high-speed A/D converters and input into the FPGA’s digital quantization module for 2-bit quantization coding. For sampling of raw intermediate frequency data, the quantized information from both channels is combined into frames, processed, and stored in First Input First Output (FIFO) buffer, then uploaded to the host computer via USB interface for storage.
In the direct channel, combined with the DSP, satellite signal capture, tracking, and solving of position information and satellite status are conducted. The information solved is used to configure the reflected channel, enabling control of the time delay and thereby obtaining the correlation values and/or correlation power values of satellite reflected signals at different time delays. The navigation positioning solution and satellite status information from the direct channel are uploaded through serial port 1 (RS232 interface in Fig. 5.11), the correlation values of reflected signals are uploaded through the USB interface in Fig. 5.11, and the correlation power values obtained through incoherent accumulation are uploaded through another RS232 serial port 2 in Fig. 5.11. All obtained data are stored in the data processing industrial PC.

5.3.2 Main Components of the Receiver
The components of the hardware of the GNSS reflection signal receiver mainly include the LHCP, the RHCP, the RF unit, and the baseband processing circuit mainboard composed of sampling and signal processing units, as shown in Fig. 5.13a–d respectively.[image: The image shows a series of four panels depicting different electronic components. Panel (a) displays an LHCP antenna with a coiled cable. Panel (b) features an RHCP antenna with a dome shape on a stand. Panel (c) shows a dual RF front-end with labeled ports, including "L1b Out," "CLK Out," and "RNSS-L1b." Panel (d) presents a circuit mainboard with various chips and connectors.]
Fig. 5.13Hardware photos of the Reflected GNSS Signal reception and processing



5.3.2.1 Signal Receiving Antennas
	(1)
LHCP antenna

 





In Fig. 5.13a the left antenna  for receiving reflected signals is a quad-array high-gain antenna, which is designed for receiving reflected signals. Its design specifications include a center frequency 1575.42 MHz, gain 12 dB, beamwidth of 30°, which can be used to receive GPSL1/Beidou B1/Galileo E1 signals. The antenna has the following characteristics:	Utilizing a single feed point structure to realize the array of antenna elements;

	Using a rotating feed structure to reduce the coupling coefficient between antenna elements;

	Employing serial feeding technology to increase the antenna impedance bandwidth, reduce sidelobes in the E-plane and H-plane, and use its parasitic radiation to improve the antenna’s circular polarization characteristics.





The structure and top view of the LHCP antenna are shown in Fig. 5.14, with four antenna elements in the upper layer, a metal baseplate in the middle layer, and an antenna synthesis network in the bottom layer, equipped with a signal output Threaded Neill -Concelman (TNC) standard interface.[image: Diagram of a scientific setup showing a layered structure with labeled components. The main sketch illustrates a metal plate, TNC port, and synthetic aperture, with an arrow indicating the access cell. An inset on the right shows a top view of the setup, highlighting four square sections. The image focuses on the arrangement and labeling of the components.]
Fig. 5.14Structure and top view of a LHCP antenna



The Voltage Standing Wave Ratio (VSWR) of the antenna voltage and antenna array orientation diagram are shown in Fig. 5.15, revealing a maximum antenna gain about 13 dB and a beamwidth of approximate 38° (3 dB), which meets the requirements of the under airborne flight test.[image: Two X-Y charts are displayed. The left chart shows VSWR versus Frequency in MHz, with a red line indicating a curve that dips to a minimum around 1.6 MHz. The right chart presents Gain in dB versus Beam angle in degrees, featuring two lines: a red line for LHCP at phi = 0° and a blue line for LHCP at phi = 90°. Both lines show peaks and troughs across the angle range from -180° to 180°.]
Fig. 5.15VSWR and pattern of the LHCP antenna



The technical specifications of the left-hand array antenna are shown in Table 5.2.Table 5.2Technical specifications of the left-hand array antenna

	Indicator name
	Indicator

	Working frequency
	1575.42 MHz

	Antenna form
	4-Array

	Antenna gain
	12 dB

	Polarization characteristics
	LHCP

	VSWR
	≤1.8: 1

	Power 

	3–5 V

	Operating current
	22 mA

	Output impedance
	50Ω

	Operating temperature
	−40 to + 80 ℃

	Connector type
	TNC

	Dimension
	200 × 200 × 40 mm

	Weight
	≈1.2 kg

	Height
	<15000 m



	(2)
Right-hand antenna

 





The right antenna is selected according to the working frequency and bandwidth requirements of the navigation satellite system. To meet the signal reception under the airborne flight conditions, an aviation-grade GNSS antenna with model number S67-1575-39, can be used, with its technical specifications are shown in Table 5.3.Table 5.3Technical specifications of Right-hand antenna

	Indicator name
	Indicator

	Working frequency
	1575.42 MHz

	Antenna form
	Microstrip

	Antenna gain
	3 dB

	Polarization characteristics
	RHCP

	VSWR
	2:1

	Power supply
	+4 to  +24 V

	Supply current
	25 mA

	Output impedance
	50Ω

	Operating temperature
	−55 to + 85 °C

	Output interface
	TNC

	Dimension
	90 × 90 × 30 mm

	Weight
	≈102 g

	Height
	≤20000 m





5.3.2.2 Dual RF Front-End
Navigation satellite signals are deeply buried below the thermal noise level, requiring the front end of the receiver to have precision frequency conversion, amplification, filtering and gain control circuitry . The RF unit circuit structure design is shown in Fig. 5.16, where an on-chip phase-locked loop generates a 2456 MHz local oscillator signal, which is mixed with the received 1575.42 MHz signal to produce a signal of 880.58 MHz; this signal is mixed with a 927 MHz local oscillator signal to produce an analog IF signal of 46.42 MHz. The output level meets the requirement of 0dBm ±1 dB/50Ω.[image: Diagram of a radio frequency circuit. The signal path starts with an antenna, followed by a 1575.42 MHz band-pass filter (BPF), a mixer, and an 880.58 MHz BPF. It then passes through an automatic gain control (AGC) amplifier, another mixer, and a 46.42 MHz BPF. The output is labeled "IF output." A 10 MHz reference crystal connects to a phase-locked loop (PLL), producing 2456 MHz and 927 MHz signals for the mixers. An AGC control circuit includes DC amplifier action, low-pass filtering, and AGC components.]
Fig. 5.16RF front-end circuit structure



The RF module also integrates a 10 MHz temperature-compensated crystal oscillator to provide a reference clock for the backend digital circuit, with a reference frequency stability of ±5×10-7. This module connects to the signal processing backend using an SMA (Small A Type) interface and implements physical shielding isolation, effectively reducing interference and noise between high-frequency analog and digital circuits, further optimizing signal quality. Automatic Gain Control (AGC) is an important component of the RF unit, maintaining a fixed output voltage level of the RF unit when the input signal voltage varies within a certain range. As a feedback control loop, its basic components include detection, low-pass filtering, and DC amplification.
The main technical parameters and indicators of the RF front-end include input frequency, input level, output frequency, noise figure, IF output amplitude and 3 dB bandwidth, etc., as shown in Table 5.4.Table 5.4Main technical parameters of the RF front-end

	Technical parameters
	Technical indicators
	Technical parameters
	Technical indicators

	Input frequency
	1575.42±2MHz
	Input level
	-65to-115dBm

	Output frequency
	46.42 MHz
	Output level
	1.5dBm

	Phase noise
	-65dBc@1kHz
	Phase Noise
	-75dBc@10kHz

	Out-of-band rejection
	@30 MHz:64 dB
	Out-of-Band Rejection
	@62 MHz:63 dB

	Amplitude imbalance
	0.5 dB
	Phase Error
	1.1°

	Automatic gain control range
	≥55dB
	Noise Figure
	≤10dB

	3 dB bandwidth
	5.6 MHz
	Clock Amplitude
	1.5 V

	Operating voltage
	5V±10∗slashpercent∗
	Power Consumption
	1W

	Temperature range
	-20to+70∘C
	Control Port Definition
	Asynchronous/LVTTL


Note LVTTL stands for Low Voltage Transistor-Transistor Logic


Table 5.7Efficiency analysis of direct signal processing software

	number
	file
	call methods / count 
	Time Used / %

	1
	correlatorprocess.cpp
	5
	77.4

	2
	acqCA.cpp
	2
	10.6

	3
	fft.cpp
	3
	8.3

	4
	share_mem.cpp
	2
	0.1





5.3.2.3 Baseband Processing Circuit Mainboard
The circuit design of baseband processing in a reflected signal receiver is constantly evolving with the emergence of new devices and technologies. Although different research organizations have different design styles, but the basic principles remain consistent. Below, we highlight two typical types of baseband signal processing circuits developed by the author’s research team.	(1)
Signal processing circuit based on dedicated chip GP2010/GP2021

 





In this circuit, in this circuit, the processing of RF signals is accomplished using two GP2010 chips to form a dual RF front-end, while the correlator is made up of GP2021 chips. Figure 5.17 shows the Printed Circuit Board (PCB)diagram of its circuit mainboard [22].[image: A green printed circuit board (PCB) featuring various electronic components, including integrated circuits, capacitors, and connectors. The board is divided into sections with multiple chips labeled "DSP" and other identifiers. The layout includes a battery holder and several connection points, indicating a complex electronic system.]
Fig. 5.17Signal processing circuit based on GP2021



The GP2010 is a complete RF front-end down-converter mixer, with an integrated phase-locked loop synthesizer, low-noise amplifier, mixer and A/D converter. The GP2010 converts the received 1575.42 MHz L1 carrier signal into a 4.309 MHz analog IF signal through three-stage of down-conversion. The chip generates a 5.714 MHz sampling clock, which, through a fourth-stage conversion, transforms the intermediate frequency signal into a 1.405 MHz 2-bit digital signal, processed by the GP2021 correlator for correlation operations.
The GP2021 has 12 independent channels. In this receiver, each channel can select the input either as direct or reflected signal, and the demodulated digital signal by the carrier and local PRN code are correlated. The local PRN code is 1023 bits long, with controllable generation rate and phase, where different code phases correspond to different time delays. The coherent integration time used in the GP2021 is set to 1 ms.	(2)
Signal processing circuit based on FPGA chip

 





As the GP2021 sets a fixed coherent integration time of 1 ms, the circuit in Fig. 5.17 uses two parallel GP2021 chips to provide 24 correlator channels, with a fixed signal delay unit of 0.5 code chips. To meet the application requirements in different scenarios and improve the output rate of digital intermediate frequency signals, the second version of the design replaced the dedicated RF chip GP2010 with a dual RF front-end. In the correlator structure, it enables more precise signal sampling and more correlator resources, and its PCB physical photo is shown in Fig. 5.18.[image: A photograph of a circuit board with labeled components. Key areas are highlighted with text annotations: "FPGA Multi-Channel Dedicated Correlator," "Related Processing Data Output Interface," "RF Unit Input Interface," "Raw Data Output Interface," "Power module," and "DSP." The board features various chips, connectors, and electronic components, with visible traces and solder points.]
Fig. 5.18Baseband processing circuit based on FPGA



The baseband processing circuit based on FPGA mainly uses FPGA chips to achieve multi-channel dedicated correlator, the correlation operation between the received signal and the local signal, obtaining original observation of direct signals and interface transmission, among other tasks.
The FPGA chip is EP2S60F672C5 selected from Altera, designed and developed in Verilog hardware description language under Quartus II software environment. The DSP chip used is TMSC320C6713 from Texas Instrument (TI), which configures parameters for the dedicated correlator of the FPGA, reads I/Q accumulation data, and performs tasks such as capturing, tracking, positioning calculations for direct signals, and delay control calculations for reflected signals.


5.3.3 Multi-Channel Correlation Unit
The reflected signals from the navigation satellite received by the left hand antenna are down-converted, quantized via A/D encoding and then enter into the reflected signal processing channel of the receiver. Here, the signal undergoes carrier stripping , is correlated with the corresponding delayed C/A code, and the coherent cumulative and incoherent cumulative operations are executed, resulting in outputs of complex correlation values and correlation power.
The reflected signal processing channel consists of a carrier generation module, a delayed C/A code generation module and a power calculation module. The structure of the reflected signal processing channel is shown in Fig. 5.19. Under the joint action of the Doppler control word and carrier control word, the reflected signal carrier generation module 1, 2, …, N generates local carriers with different Dopplers, which are multiplied by the digital IF reflected signal to implement carrier stripping. Correlation calculations are performed using local reflected signal C/A codes generated after multiple delay estimations to create complex time-delay-Doppler two-dimensional correlation values. These are then uploaded to the host computer via the corresponding interface after coherent and incoherent accumulation.[image: Flow chart illustrating a signal processing system. It includes modules for carrier generation, Doppler control, and A/D quantization. The process involves multiplexed C/A codes, sequential delayed C/A codes, and code delay control. Outputs include coherent and incoherent accumulators, leading to a two-dimensional correlation power and complex correlation value. Arrows indicate data flow between components.]
Fig. 5.19Reflected signal processing channel structure. Note I—in-phase (cos), Q—quadrature (sin)



5.3.3.1 Carrier Generation Module
The carrier generation module in the reflected channel differs from the process in the direct channel, mainly because the dynamically outputted carrier control word needs to add or subtract a specified interval Doppler frequency shift control word, input together into an accumulator, to achieve the satellite carrier frequency tracked plus the specified resolution of Doppler shift. The specific implementation is shown in Fig. 5.20.[image: Flow chart illustrating a process with several components. It starts with "Environmental level" and "Regulatory control level" leading to a block labeled "Code." This connects to a section with "d/dt (log Growth rate)" and "K," followed by "Parameter sensitivity." The flow continues to a decision point with "Phase separation assessment," leading to outputs labeled "SIN" and "COS." Arrows indicate the direction of flow between components.]
Fig. 5.20Reflected signal carrier generation module



The carrier generation module is generated by a Direct Digital Synthesizer (DDS), described as follows: An ideal sine wave signal S(t) can be represented asS(t)=Acos(2πft+ϕ)
 (5.23)



After the amplitude A and the initial phase ϕ are determined, the frequency can be uniquely determined by the phase shift. Noting θ(t)=2πft, after differentiation between the two ends we have dθdt=2πf, which isf=ω2π=Δθ2πΔt
 (5.24)


where, Δθ is the phase increment within a sampling interval Δt, the sampling period Δt=1FCLK, FCLK is the input sampling clock frequency, so the above equation can be rewritten asf=ΔθFCLK2π
 (5.25)



It can be seen that different frequency outputs can be achieved by controlling Δθ. Assuming that Δθ=FCW2π2L is controlled by a carrier control word of a length L, a change in FCW will result in a different frequency output f. In other words, the principle equation of DDS can be described asf=fR·FCW
 (5.26)


where, fR is the frequency resolution of DDS, defined as the output frequency when the control word FCW=1 is used.fR=FCLK2L
 (5.27)


f0=(FCW±Fdp)2LFCLK
 (5.28)


where f0 is the frequency to be obtained and Fdp is the divided Doppler shift control word.
For example, if the carrier NCO uses a 27-bit word length and the input sampling clock frequency is fCLK=20.456MHz, the frequency resolution is fR=FCLK2L=20.456×106227=0.15240908Hz.
The Reflected Signal Carrier Generation Module generates two orthogonal carriers with an additional Doppler shift, i.e., a sine wave and a cosine wave with a phase difference of π2.

5.3.3.2 Delayed C/A Code Generation Module
Delayed C/A code in the reflection channel can be generated in two different ways; one is to generate the C/A code by directly multiplexing the corresponding direct-reflection channel, and then obtain the delay of the C/A code of the reflected channel through a shift register; another method is to design the delayed C/A code generator in the reflection channel, generating the delayed C/A code required by the reflection channel under DSP control. Each method has its advantages and disadvantages , and the choice depends on the applications.	(1)
Shift register shift to generate delayed C/A code

 





According to certain reflected signal decision criteria, the direct channel corresponding to the reflected channel is selected, the C/A code generated by the direct channel is multiplexed and input into the reflected channel, and different delays C/A code are generated through shift registers.
The rough calculation formula for the delay distance of the reflected signal with respect to the direct signal is given in Eq. (5.29) asρr-d=(2h+h0)·sinθ=Nτ
 (5.29)


Here, ρr-d is the delay distance;h is the height of the receiver relative to the reflecting surface;h0 is the vertical distance between the left-handed antenna and the right-handed antenna;θ is the altitude angle of the satellite;τ is the distance corresponding to the delay of one code-piece, and the length of the code chip 1μs corresponds to 300 m; N is the number of code chips delayed by the reflected signal relative to the direct signal.
The number of shift registers depends on the number of delay chips N N and the code chip interval Δ, determined by the maximum altitude of the receiver. For example, if the satellite elevation angle is 80°, with the reveiver altitude of 6000 m and the shift clock of twice the C/A code rate (1.023 MHz ×2 in this case), the delay distance of the reflected signal relative to the direct signal is about 11818 m, and the number of delayed code chips N is about 40. If the code chip interval is 0.5 code chips, then 80 shift registers are needed to cover the usage altitude of the receiver platform.
The DSP calculates the number of code chip delays N estimated for the receiver from the specular reflection point, thereby the Nth delay code in the shift register set is selected to generate the first delayed C/A code required for the reflection channel. The generation of the delayed C/A code in the reflection channel is achieved through the delay operation of the shift register, generating a series of C/A code delayed successively, under driving by the delayed C/A code clock, as shown in Fig. 5.21.[image: Flow chart illustrating a sequence of delay registers. The process begins with the "First delayed C/A code" entering "Delay Register 1," followed by subsequent registers labeled "Delay Register 2," "Delay Register 3," and continuing to "Delay Register N." Each register introduces a "Delay Δ," and outputs a corresponding "Delay code" (e.g., "Delay code 1," "Delay code 2"). The top of the chart indicates a "Delayed C/A code clock" overseeing the process.]
Fig. 5.21Principle diagram for generating delayed C/A code in the reflection channel


	(2)
Delayed C/A code generator

 





The design of the delayed C/A code generator does not require the reuse of C/A codes from the direct channel but directly generates delayed C/A codes under the control of the DSP in the reflection channel, as shown in the block diagram in Fig. 5.22.[35].[image: Diagram of a flow chart illustrating a digital signal processing system. The process begins with a DSP block, which sends 'addr' and 'data' to an interface control. The interface control outputs 'SV_phase', 'τ_CA delay', and 'flag' to a phase decoding block and a signal shaping block. The signal shaping block also receives 'SVN'. The phase decoding and signal shaping blocks connect to a section labeled FPGA, which contains a phase ROM, C/A code generator, and function query. The output is labeled 'C/A code', leading to a reflection channel.]
Fig. 5.22Delayed C/A code generator



The navigation positioning solution obtained by the reflected signal receiver contains the altitude information of the receiver, the elevation angle of the satellite tracked by the direct channel, the C/A code phase SVphase and the satellite number. Based on this information, the delay distance of the satellite’s reflected signal relative to the direct signal can be solved, thereby obtaining the delay time. The processing results of the DSP, through the interface, are passed to the delayed C/A code generator (the FPGA part in Fig. 5.22), and its phase decoder translates τCA_delay into the number of phasesNumphase, delayed by the code chip, as follows:M=SVphase-Numphase
 (5.30)


P=MZ-(-M-1)M≥0M<0
 (5.31)


where P is the C/A code phase of the reflected signal, and Z is the maximum C/A code phase value (the starting phase value starts at 0 and for a 1023-chip code is 1022).
The delayed C/A code generator contains two 10-bit shift registers, G1 and G2, each of which can generate a sequence of length 1023. Both The G1 and G2 registers have 1023 states, stored in a Read-Only Memory (ROM) table with a width of 20 bits and a depth of 1023 according to their address. Based on the phase address value passed by the DSP, the corresponding initial register values (reg1, reg2) are read from the ROM and assigned to the shift registers G1 and G2 to generate the delayed C/A code.
When the flag bit for generating a C/A code (e.g., set to flag) is set high level, the G1 and G2 registers are loaded with the new reg1 and reg2 values , and the C/A code generator immediately stops the current code generation operation and re-generates a new C/A code based on the newly set G1 and G2 values. At the 1023rd cycle, when the flag value is 0, the G1 and G2 values are all set to 1, also regenerating the C/A code. The principle diagram for generating the delayed C/A code is shown in Fig. 5.23.[image: Flow chart illustrating a code generation process using shift registers. The diagram includes two main sections: the G1 and G2 shift registers, each with numbered boxes representing stages. The G1 shift register outputs G1(t), while the G2 shift register outputs G2(t). Phase selection logic, influenced by inputs S1 and S2, determines the phase value settings for G1 and G2. Additional inputs include CLK, Reg1, SVN, and Reg2. The final output is labeled as C/A code, derived from G2i. Arrows indicate the flow of data and logic connections between components.]
Fig. 5.23Principle diagram for generating the delayed C/A code


	(3)
Comparison of the two design methods

 





Delayed C/A code is generated by the delay operation of shift registers, which is simple to program and easy to implement. However, the number of registers must be adjusted according to changes in the receiver’s design altitude, which makes it inflexible. When the design altitude is too high, using a large number of shift registers may even become unfeasible during FPGA synthesis and routing. Therefore, this method is suitable for shore-based reflected signal receiving and processing scenarios where the receiver height does not change significantly.
The design of Delayed C/A code generator does not need to consider the application altitude of the receiver, only requires the DSP processor to calculate the delay path of the C/A code and assign it to the delayed C/A code generator, and subsequently generates the delayed C/A code required by the reflection channel. This method is suitable for airborne and satellite applications where the height of the receiver varies greatly, reducing the consumption of hardware logic resources.

5.3.3.3 Complex Correlation Value Output Module
After correlation operation of GNSS reflection signals, like carrier demodulation and delayed C/A code by the reflection channel, a 1 ms coherent accumulation is performed to get N×M two-dimensional complex correlation value (of which N is the number of units of Doppler delay, and M is the number of units of code delay). Under the control signal, the data is stored in the corresponding RAM by the serial-to-parallel conversion module and written into FIFO in frames of 8 bits width per frame for buffering by a fast clock, while the next millisecond correlation values arrive. The data are then uploaded to the host computer via the USB interface.

5.3.3.4 Correlation Power Calculations Module
The implementation method of the reflection channel correlation power calculation module is shown in Fig. 5.24. The 1 ms I and Q complex correlation values output by each correlation channel are squared, summed (I2+Q2) and then accumulated. The two-dimensional correlation power values of the reflection signals are obtained under the control of the integral-clearing signal (e.g., with a 1 s period).[image: Flow chart illustrating a process involving several components: "Scene Objects," "A/D Converter," "Indexing System," and "Coherent Radiation." Arrows indicate the flow of information between these components. Labels include variables like \(Q_1\), \(Q_2\), \(Q_3\), and \(D_1\), \(D_2\), \(D_3\). The process leads to a "Computer" with a dashed line. The chart represents a technical system, possibly related to data processing or imaging.]
Fig. 5.24Correlation power calculation block diagram





5.3.4 Multi-channel Control Unit
Data interchange between DSP and FPGA is achieved through the External Memory Interface (EMIF), which offers the advantages of large addressing space and convenient asynchronous timing configuration. It facilitates data exchange and command communication between the two processors. The EMIF interface also provides timing for state machine programming, thereby completing DSP read and write operations to FPGA under different read and write timing control signals. The read operation involves reading observations from the 12 direct channel correlators within the FPGA, such as carrier phase and code phase, as well as the I and Q values of the lead, prompt, and lag branches, and the status of the carrier and code loops. There are three types of write operations: direct channel write operations, reflection channel write operations, and serial port write operations. For the direct channel, the results from the phase detectors are used to dynamically configure. the carrier NCO and code NCO of the channel through the carrier control word and code control word via the interface. After positioning, according to certain satellite selection criteria (such as the highest elevation criterion, etc.), the direct channel number of a tracked satellite is assigned to the channel multiplexer, and the estimated delay distance is converted into code chip delay numbers passed to the reflection channel to select the appropriate code delay. The serial port write operation transmits navigation positioning information (such as longitude, latitude, and altitude), channel information (satellite number, elevation angle, and azimuth), and status information (search, capture, and tracking) from the direct channel to the serial port for uploading, displaying, and storage.
The state machine for DSP read and write operations consists of 7 states, with specific state transitions shown in Fig. 5.25. Write operations are completed in the WRITE_strobe, and read operations in the READ_strobe. Specific read and write contents require a set of address decoders for addressing, with the address in the DSP matching the corresponding address in the FPGA.The WRITE_hold and READ_hold states ensure correct timing for write-after-read and read-after-write operations, transitioning to write wait and read wait states, respectively. Moreover, due to write latency, writing is done in a single operation, while reading can be repeated.[image: Flow chart depicting a state transition diagram with nodes labeled "IDLE," "Write Setup," "Write Strobe," "Write Hold," "Read Setup," "Read Strobe," and "Read Hold." Arrows indicate transitions between states, with conditions such as "!CE && AWE && AOE," "!AOE," and "ARE && !AOE" labeled on the connecting lines. The chart illustrates the logical flow and conditions required for state changes.]
Fig. 5.25DSP data read and write operation status transition diagram



CE in Fig. 5.25 is the chip select signal, AOE is the output enabling signal, AWE is the write select signal, and ARE is the read select signal, all of which are active low; The symbol "&&" denotes the conjunction operation of the signal; and "!" indicates the inverse operation of the signal.
The USB control interface handles the collection and storage of digital IF data for both direct and reflected signals, which is completed by the FPGA chip and the USB interface chip. The main functions include A/D quantized data decoding, packing, data buffering and timing control. A/D quantized data for both direct and reflected paths, each 2 bits, are combined into a byte and written into FIFO buffers. To prevent data loss when the USB interface chip is busy, a large capacity FIFO memory can be expanded in the FPGA for data buffering before writing to the USB chip.
For example, the acquired direct signal is A2′A1′A2A1=1011, the reflected signal is B2′B1′B2B1=0100, and the packed data is B2′B1′A2′A1′B2B1A2A1=01100011.
The timing control module is used to control data read from the FIFO and written to the USB chip, monitoring the status of the USB chip as well as the status of the internal FIFO of the FPGA, and following the FIFO interface’s read/write timing to write into the USB FIFO, thus achieving USB uplink data transmission. Its state transition diagram is shown in Fig. 5.26.[image: Flow chart depicting a state transition diagram with three states: "IDLE," "State1," and "State2." Arrows indicate transitions: from "IDLE" to "State1," from "State1" to "State2," and a loop from "State1" back to itself. An additional arrow connects "State2" back to "State1."]
Fig. 5.26USB Interface state transition diagram


	IDLE: The receiver starts, and the state machine transitions to State1.

	State1: When the USB FIFO is not full and the FPGA on-chip FIFO has unread data, it transitions to State2; otherwise, it remains in State1.

	State2: Drives the bus to write data into the USB FIFO. After writing the data, it transitions back to State1.





Direct channel navigation positioning solutions, channel status, and satellite status information are uploaded via two independent serial ports (i.e., serial port 1 and serial port 2) due to their minimal temporal correlation with the reflection channel’s output correlation power values. Data is uploaded and stored every 1 s for easy playback and analysis later. Since the direct and reflection channels are processed differently, the data structures output by the serial ports also differ.
The direct channel primarily perform capture and tracking operation of for satellite direct signals, and transmitting observation results to the DSP for loop control, calculation of positioning results, and extraction satellite status. Serial port 1 uploads the DSP processing results and the direct-channel status using a specific data structure. The specific processing is as follows: after satellite tracking, the channel status can display information such as satellite elevation angle, azimuth, and Doppler shift; after obtaining positioning solutions, the DSP writes the positioning information, processing status of the 12 channels, and satellite status into registers. After data writing is completed, a flag bit sends the data in parallel to the caching module for parallel-to-serial conversion, converting 32-bit data into 8-bit serial data for transmission to the serial transmission module. After data transmission is completed, the serial transmission module sends a clear flag bit, clearing the DSP’s previous flag bit, and waits for the DSP’s next flag bit arrival. Serial port 1’s baud rate is set to 115200bps, meeting the data transmission rate requirement, with the data transmission format shown in Fig. 5.27.[image: Flow chart depicting a data processing framework. The chart is divided into two main branches: "Direct real" and "Data real." Under "Direct real," there are subcategories: "Basic information," "Relational information," and "Direct information," leading to elements like "Longitude," "Latitude," "Satellites," and "Signals." The "Data real" branch includes "Data real" and "Direct information," leading to "Satellite numbers," "Direct distance," "Doppler," "CNR," "Azimuth," "Elevation," and "GNSS system time." The chart illustrates the flow and categorization of data types and processing steps.]
Fig. 5.27Data transmission format



The processing results of the reflection channel, i.e. correlation power value, are uploaded via serial port 2. The specific processing is as follows: The data send flag is triggered by the reset signal of the correlator, indicating that processing for the current second is complete and the data is ready for transmission. The flag bit is active on the rising edge. When the rising edge arrives, the transmission module begins transmitting the buffered data until completed. In addition to containing the reflected signal’s correlation power values, the data format also includes the direct signal's correlation values for energy comparison , as shown in Fig. 5.28.[image: Flow chart illustrating the process of coherent accumulation of different Doppler shifts. The top section shows "Data head," "Reflected information," and "Data tail" under the label "FFFF." An arrow points to a box labeled "Is coherent accumulation of different Doppler shifts." Below, a range of frequencies is displayed: -750Hz, -500Hz, -250Hz, 0Hz, 250Hz, 500Hz, 750Hz.]
Fig. 5.28Data format for serial port 2





5.4 Software Receivers
5.4.1 Basic Structure
With the development of integrated circuit technology and the generational upgrades of processors in the computers, A software receiver technically processes IF data from the RF front-end using software to achieve signal acquisition, tracking, navigation solution, and other functions. Its architecture is shown in Fig. 5.29. Instead of using the downconverter, the RF signal can be sampled directly. The implementation of the software not only has the advantage of cost saving, but also has great flexibility in the development process, which reflects the irreplaceable superiority in the algorithm function performance test, the realization of different configurations of the system, and the research of new signal processing algorithms.[image: Diagram of a signal processing flow chart. The process begins with an antenna receiving RF signals, which pass through a low-noise amplifier. The signal is then inverted and processed by a frequency synthesizer. An AGC and A/D converter simulate and convert the signal to digital IF data. This data is stored and processed through software capture tracking channels. A user interface allows for navigation solutions, message demodulation, and signal processing parameter settings. The flow is divided into hardware front end and software processing sections.]
Fig. 5.29Software receiver architecture



Correspondingly, the architecture of a reflected signal software receiver is shown in Fig. 5.30. Compared to the direct signal processing, the reflected signal software receiver exhibits the following two distinct differences:[image: Flow chart illustrating a digital signal processing system. The left section shows a hardware front end with components like low-noise amplifier, inverter, frequency synthesizer, and A/D converter, processing signals from RHCP and LHCP antennas. An alternative input is a digital IF signal simulator. The right section details software processing, including storage areas, software capture tracking channels, signal parameter processing, navigational message demodulation, and reflection results processing, leading to a user interface. Arrows indicate data flow between components.]
Fig. 5.30Reflected signal software receiver architecture


	(1)
For tracked satellites, different channels need to be allocate for their corresponding reflected signals, and the processing of the reflected channels needs to be done in conjunction with the corresponding direct channels.

 





The processing of reflected signals is also a correlation process, hence adding reflected signal correlation branches in the signal processing.

5.4.2 Processing Flow
Direct signal processing includes basic modules such as signal capture, tracking, and position solution algorithms, which are relatively rich and mature. Interested readers can refer to the contents of Chapter 5 in literature [27]. the reflected signal processing algorithm is similar to that implemented in the hardware receiver, and its flowchart is shown in Fig. 5.31.[image: Flowchart illustrating a satellite signal processing sequence. It begins with "Related Initialization" and checks if the system is "localized." If yes, it opens the reflection channel for the tracked satellite and reads reflected data from the cache. It then tracks the direct channel and estimates the code and carrier phase of the reflection channel. The process involves "Reflected Signal Local Doppler Slide" and "Spread Spectrum Code Slide" before calculating the associated power. The flow checks for completion of all code, Doppler, and channel processes, ending when all are complete.]
Fig. 5.31Reflected signal processing flow



The initialization includes reflection channel initialization, correlator initialization, and correlation data table initialization, among others. Based on the direct signal’s positioning, the tracking results of the tracked direct channel are read, including satellite number, code phase, and carrier Doppler information. The corresponding reflection channel for the tracked satellite is then opened, and reflected signal data is read. Local code and local carrier phases for the reflection channel are estimated. By sliding the local Doppler and local spreading code, the correlation power of the reflected signal is calculated for each Doppler and code phase bin. Depending on the application requirements of the reflected signal, the I and Q branch correlation values (or complex correlation values) of the reflected signal can also be directly output.

5.4.3 Software Functionality
Figure 5.32 shows the main interface of 12-channel reflected signal software receiver, which can process GPS L1/BD B1 collection data using different setup parameters. The software runs on an Intel Pentium dual-core processor at 1.6 Ghz, with 2Gbyte of memory, and the operating system is Windows XP.[image: A screenshot of a software interface displaying satellite tracking data. The top section shows date and time information, coordinates, and velocity. A circular diagram on the right indicates satellite positions with labeled points. Below, tables list satellite numbers, angles, and other metrics. A 3D graph in the bottom right visualizes data patterns. Text is primarily in Chinese, with labels for visible and geostationary satellites.]
Fig. 5.32Reflected signal software receiver main interface



The main interface is divided into six different functional areas:	(1)
Receiver platform information: Located at the upper left, displaying the receiver platform’s location information (longitude, latitude, and altitude) and speed information.

 

	(2)
Accuracy factor information: Located at the upper right, showing the accuracy factors of the satellite distribution, including horizontal factor, vertical factor, geometric factor, and time factor.

 

	(3)
Direct channel information: Located in the middle left, listing the satellite number, azimuth, elevation angle, Doppler, signal-to-noise ratio, and channel status for the 12 direct channels.

 

	(4)
Sky view: Located in the middle right, visually displaying the distribution of tracked satellites in the sky.

 

	(5)
Reflection channel information: Located at the lower left, listing the satellite number, elevation angle, path delay, Doppler, and correlation power values at certain code delays for the 12 reflection channels.

 

	(6)
Correlation power graphical information: Located at the lower right, providing a graphical relationship between code delay, Doppler, and correlation power for the selected reflected satellite, dynamically changing with calculation results.

 





The menu bar contains baseband settings, which are used to set the sampling rate, digital IF frequency, number of quantization bits and channels allowing the software receiver to be compatible with different types of hardware front-ends; Environmental parameter settings are mainly used to set the height of the reflection surface (to solve the path difference between the reflected signal and the direct signal), the code phase (or code delay) resolution, and the Doppler resolution required for processing the reflected signal. The data file option is used to read stored raw data for post-processing, computing the reflected signal’s correlation power. under different parameter conditions, facilitating the inversion requirements of different application fields (such as measuring sea surface height, sea surface wind, and soil moisture, etc.).

5.4.4 Efficiency Analysis of Implementation
In the signal processing modules of GNSS receivers, the required time and space resources are not the same, which is similar in both hardware-implemented and software-implemented receivers. For software implementations utilizing personal computers, processing time is the most important factor affecting real-time performance, especially for time-delay Doppler mapping receivers, which must capture and track direct signals as well as solve for the correlation power of reflected signals. For direct signal processing, software computations and storage are concentrated in the capture and correlator modules. Table 5.5 lists the main functional modules that were run and the time they occupied, showing that the correlator-related computing process (correlatorProcess.cpp) consumes the majority of the processing time and is the main factor limiting the real-time performance of the entire receiver. Capture (acqCA.cpp), fast Fourier transform calculations (fft.cpp), and memory sharing (share_mem.cpp) respectively occupy 10.6%, 8.3%, and 0.1% of the time.
The processing of reflected signals primarily involves correlation calculations under code chip sliding and Doppler sliding. When the Doppler sliding resolution is 100 Hz, with a range of −1 kHz to +1 kHz, there are 21 Doppler sliding operations. If the code chip sliding resolution is set to 1/16, with 10 sliding operations, the total number of two-dimensional bins is 210. Therefore, each sampling point requires 210 table lookups and 420 accumulations. For correlators in the software receiver, with 2 ms data as a computational unit, and approximately 32,735 sampling points, each correlation operation involves 6,874,350 table lookups and 13,748,400 accumulations, which is a significant computational load. This is an important consideration in the reflected signal software receiver.
In terms of storage, by reusing the lookup tables from direct signal processing , only space allocation for 420 correlation values and necessary intermediate variables is needed, resulting in relatively modest additional storage requirements.

5.4.5 Real-Time Solution Research
The flexibility of software receivers has attracted increasing attention, and many researchers have proposed effective methods to address their lack of real-time performance. Here we briefly introduce three aspects for the reader’s consideration:	(1)
Reducing sampling rate

 





In each accumulation loop, only one sampling point can be operated on, then the higher the sampling frequency, the more computationally intensive it is, and the more time is consumed by the table look-up and accumulation statements. According to the bandpass signal sampling theoremfs=4f02n+1
 (5.32)


where f0=(fH+fL)/2,n are taken as the largest integers satisfying (fs≥2BB=fH-fL). The sampling rate can be reduced to as low as twice the bandwidth, and the corresponding amount of operations can be reduced to half of the original.	(2)
Optimizing algorithm

 





B. M. Ledvina used a bit-by-bit parallel algorithm in a 12-channel real-time GPS L1 software receiver [28] to store multiple samples in 32-bit words in symbol and magnitude bits. For a 2-bit quantized signal, 32 sampling points are stored in 2 32-bit words: one for sign bits and one for amplitude bits. The corresponding local carrier signal and spreading code use the same storage method, then binary XOR operations are performed between stored 32-bit words to obtain the final I and Q values of each branch. For GPS L1 signals, the general algorithm requires 6 multiplications and 4 additions for 2 sampling points, whereas this algorithm needs only 6 XORs and 52 logical additions for 32 sampling points, with accumulation performed within the 32-bit words. Its calculation speed can be increased nearly 4 times [29].	(3)
Optimizing procedures

 





Compared to hardware, software struggles with parallel processing, which is a key reason for the low efficiency of software correlators. In direct signal processing, since each satellite signal has different Doppler and code offsets, each channel must be equipped with a corresponding correlator, each containing multiple correlation branches. For reflected signal processing, different code chip and Doppler two-dimensional sliding can only be implemented serially, consuming a significant amount of time. Another limitation to the running speed of software correlators is the use of high-level programming languages, which makes direct calls to hardware-related memory and I/O ports difficult, and efficiency is somewhat limited by the compilation system.
MMX's Single Instruction Multiple Data (SIMD) stream operations can pack 8 8-bit, 4 16-bit, or 2 32-bit integers into one MMX register, then perform parallel operations on all data within the register. SIMD instructions are highly suited for parallel processing, able to execute multiple branch carrier stripping, code stripping, and accumulation operations simultaneously, significantly increasing execution speed [30] The bit-wise parallel algorithm described in the previous section can be implemented using SIMD operations.
In addition to spatial parallelism achieved through SIMD operations, the development of multi-core processors provides conditions for temporal parallel computing. For software correlator calculations, multi-core and multi-threaded programming will also be an effective way to increase speed.


5.5 Summary
This chapter introduces the general model of a reflected signal receiver, detailing the methods for processing reflected signals from their discrete form, through multi-channel correlation processing algorithms, to calculating the specular reflection point and methods for improving the signal-to-noise ratio. Based on these methods, it discusses two common approaches for processing reflected signals: hardware receivers and software receivers, elaborating on their structures and implementation methods from their respective perspectives.

[image: Logo: Creative Commons license CC BY-NC-ND]Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License (http://​creativecommons.​org/​licenses/​by-nc-nd/​4.​0/​), which permits any noncommercial use, sharing, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if you modified the licensed material. You do not have permission under this license to share adapted material derived from this chapter or parts of it.
The images or other third party material in this chapter are included in the chapter's Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
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The ocean covers about 70% of the Earth’s surface, and oceanographic physical parameters such as sea surface wind field, mean sea level, wave height, seawater salinity have a great impact on human production and life. Traditionally, oceanographic physical parameters mainly come from buoys, ships and sporadic atmospheric soundings, which provide limited data volume, spatial and temporal resolution, and lack systematic completeness. With the development of microwave remote sensing technology, especially the rapid development of satellite remote sensing technology, methods of obtaining oceanographic physical parameters have become more diverse. Microwave scatterometers, microwave radiometers, radar altimeters and Synthetic Aperture Radar (SAR) are commonly used equipment today among the satellite-based ocean remote sensing.
Since the mid-1970s, the United States and other countries have launched a series of ocean satellites (such as Seasat, Topex and Jason, etc.), which utilize onboard radar altimeters to continuously transmit radar pulses to the Earth and to receive sea surface echoes in order to extract information on physical parameters of the ocean.
However, radar altimetera only detects in the direction perpendicular to the Earth’s surface, receiving broadened pulse signals, which can only invert to get the wind speed but not the wind direction, with a measurement range of 2–15 m/s. Altimeters can only obtain the height of the subsatellite point and not the height information of a certain range at the same time, leading to low spatial coverage and long repeat cycles. Furthermore, because both transmission and reception equipment are on the same satellite, the cost of a single satellite is high. Microwave radiometers can measure wind speeds in the range of 4–50 m/s, but its spatial resolution is low, suitable for large and medium-scale detection of sea surface wind fields, and require very high calibration precision and polarization measurement. Microwave scatterometer is currently more mature remote sensing devices that can provide wind speed and direction simultaneously, but the inversion of wind direction suffers from directional ambiguities. Despite continuous improvements in antenna and polarization methods, it remains challenging to solve this issue fundamentally. Synthetic Aperture Radar (SAR) can obtain high spatial resolution (generally 12.5–40 m) sea surface wind field information, but they are usually costly, have narrow swath widths, and are rarely used for high-resolution sea surface wind field acquisition.
Marine remote sensing based on GNSS-R is a branch of the GNSS-R remote sensing technology field. In 1993, Martin-Neira first pointed out the feasibility of using GPS reflection signals for altimetry [1], and applied for a patent [2]. The first results of the PARIS experiment published in 2001 [3]. In 1994, J. C. Auber first reported the accidental discovery during a flight test in July 1991 that GNSS-R signals could be detected by conventional navigation receivers [4]. In 2000, V. U. Zavorotny and A. G. Voronvich analyzed more systematically the use of GPS reflected signals for sea surface wind field detection, presented the theoretical model of sea surface reflection signals (Z-V model) [5] and indicated the potential to improve wind field inversion accuracy by using delay/Doppler mode to enhance sampling spatial resolution [6]. In 2002, J. L. Garrison described the structure of a delay mapping receiver and gave a method for wind speed inversion [7]. In 2003, Hajj et al. Conducted a systematic analysis of using GPS reflected signals for altimetry [8]. Starlab in Spain conducted a series of experiments called Eddy [9–12] for sea surface roughness and elevation measurements. Key experiments in satellite observation of GNSS-R include: the SuRGE (student reflected GPS experiment) satellite observation experiment plan formulated jointly by the University of Colorado and several other universities, NASA, and NOAA, [13] and the UK-DMC disaster monitoring satellite launched by the United Kingdom in September 2003, which carries GPS reflective signal reception equipment provided by Surrey Satellite Technology Ltd, aiming to study the feasibility of remote sensing of sea state parameters, snow and ice, and land using satellite-borne GNSS-R equipment [14]. To date, numerous bridge, airborne, and satellite experiments have been carried out internationally on the application of GNSS-R signals in marine remote sensing, achieving significant research outcomes.
Compared with the traditional remote sensing technologies, GNSS-R marine remote sensing technology significantly compensates for the deficiencies of existing marine remote sensing technologies, with its abundant signal sources, low cost, low power consumption, all-weather capability and high real-time performance. Table 6.1 provides a comparison of sea surface wind field measurement capabilities
, showing that GNSS-R technology has certain advantages over other satellite remote sensing technologies.Table 6.1Comparison of GNSS-R wind measurement technologies with other remote sensing tools [1, 15]

	Methods of observation
	Wind speed accuracy (m/s)
	Wind direction accuracy
	Measurement range (m/s)
	Time resolution (h)
	Spatial resolution (km)

	Satellite photo
	±2.1 
	±40° or ±50
	0–44 
	12
	1.1 

	Microwave radiometer
	±1.9 
	N/A
	2–50 
	24
	25 

	Radar altimeter
	±1.6 
	N/A
	2–18 
	240
	6.7 (along the trail)

	Microwave scatterometer
	±2.0 
	±20°
	4–26 
	24–28
	10–50 

	Synthetic aperture radar (SAR)
	±2.0 
	±20°
	2–15 
	>72
	12.5–40 

	GNSS-R technology
	±2.0 
	±20°
	2–50 
	12
	1 




Table 6.2 Comparison of GNSS-R altimetry technology with other remote sensing methods.Table 6.2Comparison of GNSS-R altimetry with other remote sensing tools [1]

	Observation mode
	Sea level error (cm)
	Flight level
	Surface type
	Time resolution (h)
	Spatial resolution (km)

	Altimeter
	2.5 (Jason)
	1300 km
	Marine/land
	240
	15 (along the trail)

	GNSS-R technology
	2 
	480 m
	Ocean or lake
	12
	1

	5 
	3000 m

	50 
	30 km

	<10 
	700 km




Marine remote sensing involves a large number of physical quantities, including sea surface physical parameters, seawater composition parameters, and sometimes oceanographic physical state, such as the presence of typhoons, oil spills. In this section, three typical marine remote sensing applications are selected: sea surface wind field inversion, sea surface height measurement and storm surge simulation, with corresponding results already validated in engineering practice. The following introduction includes principles, experimental scenarios and data analysis results.
6.1 Wind Field Inversion
6.1.1 Sea Surface Wind and Waves
The oceans and the atmosphere are two fluids of different densities on Earth, constituting a complex coupled system that exchanges physical quantities, such as heat, momentum, salinity and moisture, over a vast interface. The mutual influence, mutual constraints and mutual adaptation between the two is called the sea-air relationship, including different time scales and spatial scales of the sea-air relationship. Because of its heat capacity, the oceans absorb 70% of the total solar radiation entering Earth, with the surface layer of the oceans (mixing layer) storing about 85% of the absorbed solar radiation. This energy is transferred it to the atmosphere in the form of longwave radiation, latent heat, and sensible heat. The uneven distribution of ocean heat in time and space creates temperature gradients and pressure gradients in the atmosphere, driving atmospheric motion and forming sea surface winds. The sea surface wind field generally refers to the motion of the atmosphere at a height of 10 m from the sea surface. The sea surface wind field is a vector defined by its speed and direction. Wind speed refers to the rate of atmospheric motion relative to a fixed point on Earth. Wind direction is the direction of atmospheric motion relative to a fixed point, measured meteorologically by the azimuth angle between the direction from which the wind blows and the north direction of the northeast celestial coordinate system, ranging from 0° to 360°.
Seawater, a liquid with a free surface, undergoes periodic motion and propagates outward when local water particles are disturbed by factors such as sea surface wind fields, causing regular periodic undulations on the sea surface, known as waves. When the wind force is very small (<0.2 m/s), the sea surface remains calm; as the sea surface wind force gradually increases (0.3–1.5 m/s), capillary waves are generated; with further increase in wind force, reaching a critical value (1.6 m/s), wind waves begin to form on the sea surface [16]. The essence of wave motion is the forward propagation of wave shapes and energy, while water particles do not advance with the waves. Sea winds change the sea surface roughness through waves, thereby altering the sea surface scattering coefficient.
6.1.1.1 Statistical Characteristics of the Sea Surface
As shown in Fig. 6.1, important parameters describing the statistical characteristics of the sea surface include the standard deviation of surface height variable δζ, the surface correlation length l, and the sea surface mean-square slope σs2.[image: Graph depicting surface height variations over distance. The vertical axis represents surface height, while the horizontal axis shows distance. The graph includes a fluctuating line indicating surface height changes, with labels for \(\zeta(r)\), \(\zeta(r + r')\), and mean surface height \(\overline{\zeta}\). The distance \(|r'|\) is marked between two points on the curve.]
Fig. 6.1Schematic diagram of random sea surface


Let ζ=ζr be a random variable of sea surface height at horizontal position vector r with mean height of ζ¯, using ⟨·⟩ to denote the sign of the averaging, then the standard deviation of the surface height isδζ=ζ-ζ¯2
 (6.1)



The normalized surface autocorrelation function along a given direction isAr≡ζr′ζr+r′r′ζr′ζr′r′
 (6.2)



The surface correlation length l is given by the following equation.Al,ul=1/e
 (6.3)


where ul is the unit vector in the direction of the surface correlation length. The value of the surface correlation length,l, provides a benchmark for estimating independence of two points on the sea surface, i.e., if two points are separated by a distance greater than l at a horizontal distance, then the height statistics of these two points are relatively independent from a statistical standpoint.
The mean-square slope of the sea surface is obtained from the wave spectrumσsu2=∫0∞∫-ππkcosψ2Sk,ψdψdkσsc2=∫0∞∫-ππksinψ2Sk,ψdψdk
 (6.4)


σs2=∫0∞∫-ππk2Sk,ψdkdψ
 (6.5)


where k is the wave number; ψ is the wave direction; S(k,ψ) is the wave spectrum; σsu2 and σsc2 represent the sea surface mean-square slope in the downwind (upwind) and sidewind directions, respectively, which are two components of the total sea surface mean-square slope, i.e.σs2=σsu2+σsc2
 (6.6)




6.1.1.2 Sea Surface Roughness Criterion
The sea surface roughness is typically defined using the Rayleigh criterion. According to the Rayleigh criterion, if the phase difference between the reflected distance traveled at two points is less than π/2 radians, then the surface can be considered smooth, and vice versa for roughness.
Peake and Oliver modified the Rayleigh criterion to categorize sea surface roughness into rough, moderately rough, and smooth cases, with the following criteria conditions [17]:δζ<λλ25sinθ25sinθsmoothλλ25sinθ25sinθ≤δζ≤λλ8sinθ8sinθMediumroughδζ>λλ8sinθ8sinθrough
 (6.7)


where λ is the signal wavelength and θ is the altitude angle.


6.1.2 Ocean Wave Spectrum Model
6.1.2.1 Definition of the Wave Spectrum
Ocean waves can be viewed as composed of infinitely many waves of different amplitudes, frequencies, directions, and disordered phases. The distribution of ocean wave energy relative to each constituent wave is known as the ocean wave spectrum, or “energy spectrum,” which is the Fourier transform of the sea surface’s autocorrelation function, i.e.,Sk=FTζr0ζr0+r
 (6.8)


where FT· denotes the Fourier transform and k denotes the wave number vector.
The wave spectrum describes the distribution of internal energy relative to frequency and wave direction, and is a two-dimensional function of frequency and wave direction, also denoted as Sω,ψ, where ω is the angular frequency. The angular frequencies of the constituent waves ω are converted to the wave numbers k of the constituent waves, i.e. the wave number spectrum Sk,ψ.
Integrating the two-dimensional wave spectrum along the wave direction yields a one-dimensional wave spectrum, Sk, Sω are functions of wave number and angular frequency, respectively, defined asSk=∫-ππSk,ψdψSω=∫-ππSω,ψdψ
 (6.9)



For simplicity, the two-dimensional ocean wave spectrum Sk,ψ is often expressed in the following form [18]:Sk,ψ=Mkfk,ψ
 (6.10)


where M(k) denotes the isotropic part of the wave spectrum, and f(k,ψ) is a function corresponding to the directional part, which is generally denoted asfk,ψ=12π1+Δk×cos2ψ
 (6.11)


where, Δk is the ratio of downwind (upwind) direction to the wind speed in the side direction.

6.1.2.2 Elfouhaily Ocean Wave Spectrum
One-dimensional wave spectra include the Neumann spectrum, Pierson-Moskowitz spectrum, and JONSWAP (Joint North Sea Wave Project) spectrum, all of which are gravity spectra. The Pierson spectrum is among the earliest wave spectra to consider both gravity and capillary wave components, while other wave spectra continue to retain their gravity components, with only a modification in the capillary wave component, such as Apel spectrum. However, under some specific natural conditions, the Apel spectrum also fails to accurately describe the capillary wave component [15]. The Elfouhaily spectrum, established in 1997, is a comprehensive result based on previous research, considering factors not covered by the Apel and Pierson spectra and incorporating wind zone effects. It is currently a widely used two-dimensional energy spectrum in sea surface wind field inversion applications [16].SEk,ψ=MEkfEk,ψ
 (6.12)



The function corresponding to the directional part isΔEk=tanh0.173+4vphvg2.5+0.13ufvphmvphmvph2.5
 (6.13)


fEk,ψ=12π1+ΔEkcos2ψ
 (6.14)



The isotropic part of the Elfouhaily spectrum isMEk=k-32vphαgvgFg+αcvphmFcκexp-k/kp-12/2δ2exp-5kp2/4k2
 (6.15)


αg=6×10-3Ω,vg=u10/Ω,Fg=exp-Ωk/kp-1/10
 (6.16)


κ=1.71.7+6lgΩ0.84≤Ω≤11<Ω≤5
 (6.17)


δ=0.081+4/Ω3,kp=Ω2g/u102
 (6.18)


Ω=0.84tanhX/2.2×1040.4-0.75
 (6.19)


αc=10-21+lnuf/vphm1+3lnuf/vphmuf≤vphmuf>vphm
 (6.20)


Fc=exp-14kkm-12
 (6.21)


km=363rad/m,vphm=0.23m/s,vph=g1+k2/km2/k
 (6.22)


where X is the length of the wind zone (in m); for open, fully mature seas, X is infinity and the Elfouhaily wave spectral function value is close to the Apel spectral function. uf is the friction velocity . In MEk, the term with subscript g in each of the terms denotes the gravity wave component. The shape of one-dimensional Elfouhaily ocean wave spectrum in mature sea area, within a sea surface wind speed range of 2–21 m/s, is shown in Fig. 6.2.[image: Flow chart depicting a process with interconnected nodes and arrows. The chart begins with a central node labeled "Start" and branches into multiple paths, each leading to different decision points and outcomes. Arrows indicate the flow direction, guiding through various steps and decisions. Key terms include "Decision," "Process," and "Outcome," illustrating a structured sequence of actions.]
Fig. 6.2One-dimensional Elfouhaily ocean wave spectrum




6.1.3 Electromagnetic Scattering Models
The ocean wave spectrum represents the distribution of wave energy on the ocean surface. Electromagnetic waves incident to the ocean surface will undergo reflection/scattering and refraction phenomena, and the models describing the changes of electromagnetic waves at this time are collectively known as electromagnetic scattering models, including the Small Slope Approximation (SSA), the Kirchhoff Approximation-Geometric Optics (KA-GO), the Integral Equation Method model (IEM), the Two Scale Model (TSM), and the Small Perturbation Method (SPM), among others. The forward scattering coefficient expressions for all models are integral equations about the carrier frequency, incidence angle, azimuth angle, polarization, and the sea wave directional spectrum, constituting implicit functions of the sea surface wind field. The Kirchhoff approximation (KA) model is suitable for large-scale rough sea surfaces, the SPM model for micro-rough surfaces of all scales, and the IEM and SSA models are suitable for rough surfaces at all scales. The SSA model, based on the assumption of a small-slope surface, can be applied to t any frequency spectrum component and any wavelength of sea waves when the tangent of the incidence and scattering angles exceeds the mean square slope of the rough surface, accurately describing L-band signal scattering. TSM is established based on SSA, but it contains a parameter dividing the wave scale, hence TSM is not a scattering model suitable for any scale. The KA-GO model is suitable for near specular directions, but away from specular directions, the KA-GO model struggles to provide accurate results.
6.1.3.1 SSA Model
The SSA model provides a method to analyze the scattering situation at the sea surface for any frequency component and any range of wavelengths. If a rough sea surface is illuminated by a monochromatic plane wave from the upper half of the sky, Es represents the wave spectrum of the reflected field, and Ei represents the wave spectrum of the incident field, then there areEs=S·Ei
 (6.23)


where the scattering matrix S is a random variable associated with a random rough surface. Assuming that the location of the received scattered field is at a distance of Rr from the scattering point, the scattering cross section is [19].σ0=4πRr2S2
 (6.24)



Numerical simulation results show that as the wind speed increases, the peak of the normalized bistatic scattering cross-section tends to decrease, and this peak occurs where the scattering angle is equal to the incidence angle. When the scattering angle increases, higher wind speeds will lead to large scattering cross sections. The peak values of the normalized scattering cross sections are the same for different incidence angles. When the scattering angle is less than 30°, the smaller the scattering angle, the larger the normalized scattering cross section; this trend reverses for scattering angles greater than 30°. When using the SSA model to invert the wind field in GNSS-R, it is necessary to consider the elevation angle of the satellite being used and to account for scattering signals in non-specular reflection directions [20].

6.1.3.2 KA-GO Modeling
When the radius of curvature of the surface is much larger than the wavelength of the emitted radio waves, the field on the surface can be approximated by the field of tangent plane at each point, a process known as Kirchhoff’s Approximation (KA) or Geometrical Optics (GO). It requires that the surface correlation length l in the horizontal direction is greater than the wavelength of the electromagnetic wave, and the vertical direction satisfies the height standard deviation δζ is small enough, i.e., k1l>6, l2>2.76δζλ, and k1 is the wave number of the electromagnetic wave in the air.
Using statistical methods to calculate the average number of optically reflective points per unit area of a 2D rough surface nA and the average radius of curvature of the optically reflective points r1r2, the average scattering cross section per unit area σ0A can be obtained as [21].σ0A=πnAr1r2ℜ2
 (6.25)


where ℜ is the reflection coefficient. For a sea surface with a surface height of ζx,y obeying a Gaussian distribution, the average number of optically reflective points per unit area isnA=7.255π2l2exp-tan2θσs2
 (6.26)



The KA-GO model is applicable when the incidence angle is less than 30°. Figure 6.3 shows distribution of bistatic scattering cross-section of the sea surface with the KA-GO model, where the receiver height is 5 km and the satellite elevation angle is 90° (i.e., the incidence angle is 0°).[image: A simple white square with a thin black border. The image is entirely blank, with no additional elements or text.]
Fig. 6.3Distribution of the sea surface scattering cross-section with the KA-GO model (Sea water temperature 25 °C, salinity 35‰)




6.1.4 Wind Speed Inversion Based on Waveform Matching
6.1.4.1 Basic Process of Wind Field Inversion
The general process of inverting the sea surface wind field using Reflected GNSS Signals is shown in Fig. 6.4.[image: Flowchart illustrating the process of analyzing measured data for sea surface wind farms. It begins with "Measured data" at the top, branching into two paths. The left path involves "Extract system status information," followed by "The theoretical model simulates the waveform," leading to "Normalization." The right path involves "Extract waveforms of measured data," followed by "Noise reduction processing," also leading to "Normalization." Both paths converge at "Waveform comparison," ending with "Sea surface wind farms."]
Fig. 6.4Process diagram of sea surface wind field inversion


In Fig. 6.4, “extracting system state information” means extracting the receiver’s height, carrier movement speed, satellite elevation angle, azimuth angle and other information. “Waveform comparison” means the comparison of the trailing slope or the trailing edge of the entire waveform.
Different scattering models may also require different sea surface statistical characteristic parameters, such as the KA-GO model requires the sea surface slope probability density function as an input condition, while the SSA model requires the sea surface correlation function as an input. Therefore, the specific  processes for calculating theoretical scattering coefficients and correlation power using the two scattering models are also different, as shown in Fig. 6.5.[image: Flow chart illustrating a process related to wind speed and direction. It begins with "Wind speed and direction" leading to "Wave spectrum model" and "Wind over water surface slope." These connect to "Slope probability density function," branching into "KA-60 model" and "SSA model." The chart includes inputs like "Specular point coordinates," "Transmitter coordinates," and "Receiver coordinates." Outputs include "Transmitted power," "Scattering coefficient," and "Corrected correlation level." The flow chart visually represents the relationships and processes involved in modeling wave and wind interactions.]
Fig. 6.5Data processing flow chart for KA-GO and SSA scattering models



6.1.4.2 Wind Field Inversion Algorithm
The sea surface wind field is a vector that includes both magnitude (commonly known as wind speed) and direction (i.e., wind direction). The two can be solved separately or jointly.	1.
Wind Speed Inversion Algorithm Based on Direct Matching of Power Curve Trailing Edge

 





Inversion of wind speed based on the direct matching method at the trailing edge of the theoretical correlation power curve is a relatively simple method, and the methods discussed later, based on the slope of the trailing edge of the correlation power curve and the empirical functions, are developed on this basis. The trailing edge of the correlation power curve (surface) of the scattered signal is relatively sensitive to wind speed, making this method initially commonly used for wind speed inversion and the specific process is described as follows.	(1)
Due to differences in gain between the direct and reflected signal receiving antennas and environmental factors, the received reflected signals contain noise that must be eliminated when calculating the reflected signal correlation power. The noise floor can be theoretically calculated or estimated from measured data. The actual reflected signal correlation power obtained is denoised using a moving average method.

 

	(2)
Before waveform matching, the code delay of the measured power curve and the theoretical waveform must be aligned, and the number of code delays should be as large as possible to ensure the accuracy requirements for waveform matching.

 

	(3)
To make the measured data comparable to the theoretical data, the measured data is normalized. Usually, the maximum power of the direct signal or the total reflected signal power is used as the normalization factor. The direct signal power as a normalization factor is simple, but not very accurate, as the difference in direct and reflected antenna gains also leads to a significant difference in the power received by the direct and reflected signal channels. The total reflected signal power, unrelated to sea surface statistical properties and approximated as a constant, can smooth the waveform as a normalization factor. If compensation is made for the gain of the direct and reflected signal antennas, the direct signal power can also be used as the normalization factor for measured and theoretical waveforms.

 

	(4)
The measured power curve is matched to the theoretical power curve using the least squares method. When the mean-square deviation between trailing edges of the two waveforms reaches a minimum, the wind speed corresponding to the theoretical correlation power curve is the initial value of the sea surface wind speed sought. If the error is large, further verification and checking can be performed.

 

	(5)
If the wind speed estimate is obtained by matching the time-delay correlation power curve, Doppler correlation power curve can be utilized for calibration and correction; if the wind speed estimate is obtained by using the two-dimensional surface, data from satellites at different elevation angles can be used for calibration and correction, thus improving the accuracy of the wind speed inversion.

 





	2.
Wind Speed Inversion Algorithm Based on Matching the Slope of the Power Curve’s Trailing Edge

 




Due to the significant uncertainty in directly matching the trailing edge of the correlation power for actual wind speed inversion, achieving a complete match across all code delays is difficult. However, precise matching within a specific local delay range is relatively easier. Another simple algorithm for wind speed inversion involves comparing compares the slopes of the trailing edges of the measured and theoretical correlation power curves. The steps are as follows :	(1)
Noise reduction is performed on the variation curve of the time-delayed power associated with the received real reflected signal;

 

	(2)
Normalization of measured and theoretical correlation power;

 

	(3)
Calculate the slope of the trailing edge (i.e., the first derivative) of the normalized theoretical correlation power curve;

 

	(4)
Calculate the slope of the trailing edge of the normalized measured correlation power curve (the calculation interval is usually taken as 0-4τc);

 

	(5)
Match the measured waveform’s trailing edge slope to the theoretical waveform’s trailing edge slope; then, the wind speed corresponding to the theoretical correlation power curve is the sea surface wind speed value to be inverted;

 

	(6)
If the error is large, use Doppler or correlation power information from satellites at different elevation angles to calibrate and correct the estimated values.

 





	3.
Wind Direction Inversion Algorithm Based on Known Wind Speed from Theoretical Correlation Power Curves

 




Utilizing reflected signals from multiple navigation satellites and wind speed inferred by the calculation module as auxiliary information, sea surface wind direction is inverted.
First, perform correlation power denoising, normalization, and code chip alignment processing, with the specific algorithms the same as those used for wind speed inversion. Then, with an initial wind direction set to 0°, calculate the sum of squared residuals. The sum of squared residuals of the theoretical and measured correlation power waveforms from multiple GNSS satellites is derived from Eq. (6.27):SOS=∑i=1m∑j=1nPij-P^ij2
 (6.27)


where i and j denote the index numbers of the visible GNSS satellites and the correlation power sampling point calculation, respectively, and Pij,P^ij are the theoretical and measured correlation power, respectively. The residual the sum of squared residuals is recalculated for each adjusted wind direction value using Eq. (6.28).ϕi+1=ϕi+Δϕ
 (6.28)



The angle corresponding to the local minimum value of the sum of squared residuals is considered the predicted wind direction solution. Since wind direction is very sensitive to changes in delay correlation power, and the wind direction sensitive area manifests in the latter half of the curve’s trailing edge, possible wind direction solutions are clarified through matching the latter half region of the delay correlation power trailing edge, finalizing the wind direction solution.	4.
Wind Field Inversion Method Based on Multiple Navigation Satellites

 





Using the sum of squared residuals of the theoretical and measured waveforms from multiple navigation satellite reflections as the objective function, a joint inversion of wind speed and wind direction is performed. Given that the ocean wave spectrum changes with wind speed and direction, with a fixed wind direction, there is only one wind speed corresponding to the ocean wave spectrum. Therefore, possible wind speeds for each wind direction can be inverted by finding the minimum value of the objective function, followed by seeking local minimum values along the wind direction to determine possible wind direction solutions.
This algorithm differs from the wind direction inversion method based on known wind speed from theoretical correlation power curves, as it requires calculating all possible wind speed solutions under different wind directions. Initially assume wind speed and wind direction values, typically choosing moderate wind speeds prevalent at the sea surface and starting with an initial wind direction of 0°. Based on these initial values, determine the corresponding theoretical correlation power waveform and calculate the sum of squared residuals, the objective function, between it and the measured waveform. Multiple objective functions are generated by varying the search step length for wind speed. Continue searching until the relationship between the target function size of the neighboring wind speed and the current wind speed changes direction, thus obtaining the current possible wind speed solution. Then, seek local minimum values along the wind direction to determine possible wind direction solutions.

6.1.4.3 Wind Field Inversion Example
	1.
Yellow Bohai Sea Test Result Analysis

 





Airborne data collection tests were carried out in September 2004 in the Yellow Bohai Sea within the range of 34°–38°N and 112°–124°E. The GNSS-R receiver used was the first-generation processing circuit board developed by our research group, and the antenna for receiving the reflected signals is a left-hand circularly polarized microstrip antenna with a gain of 3 dB. Taking the flight on September 11 as an example, its flight altitude and satellite elevation angle are shown in Fig. 6.6, with the flight altitude of above 3,000 m and a satellite altitude angle of between 20° and 90°.[image: Graphical representation of flight data over time. The top X-Y chart shows altitude in meters against flight time in HH:MM format, with altitude ranging from 1000 to 3500 meters. The bottom X-Y chart displays satellite elevation angles over the same time period, with multiple lines representing different satellites labeled PRN08, PRN15, PRN23, PRN02, and PRN14. The elevation angle ranges from 0 to 90 degrees. Both charts include grid lines for reference.]
Fig. 6.6Basic information on the GNSS-R flight experiment (September 11, 2004)


Based on the analysis mentioned above, the following processing was performed on the data collected from the flight experiment to obtain sea surface wind field data.	(1)
Data preprocessing

 





Data preprocessing includes two processes: denoising and normalization. Denoising is achieved by selecting a suitable noise floor, and normalization is done by using the total reflected signal power or direct signal power. In practice, there are three choices for noise floor:	Calculate the average of the reflected signal output data of 2 code chips before the specular reflection point;

	Choose a position away from the specular reflection point, such as the average the last few delay code chip corresponding data output by the receiver.

	Select the noise floor value corresponding to the processing chip.





	(2)
Delayed code-chip alignment processing

 




Code chip delay alignment processing refers to correlating the reflected signal power output values with the value corresponding to the specular reflection point, matching the reflected signal power to the code chip delay. Figure 6.7 shows the code chip delay alignment results for the reflected signal power from GPS satellite PRN18 (with the highest elevation angle).	(3)
Incoherent Accumulation

 




[image: Two X-Y charts are displayed. The top chart is labeled "DVB-T wo output" and shows a series of blue spikes along the x-axis, which is labeled "Relative specular point delay/chip." The y-axis is labeled "Normalized relevant power." The bottom chart is labeled "Chip size alignment" and features a distribution of blue data points forming a peak, with the same x and y-axis labels as the top chart.]
Fig. 6.7Code chip delay alignment processing (PRN18)


Incoherent accumulation can improve the signal-to-noise ratio of weak reflected signals. Figure 6.8 shows the cases of accumulation times of 30, 120 and 480, in which the curves represent the theoretical waveforms of one-dimensional time-delayed correlation power for wind speeds of 3, 5, 7, 9, and 11 m/s, respectively, and the discrete dots are the waveforms of the measured data. From this, it can be observed that the incoherent accumulation can make the reflected signal normalized waveforms more concentrated, aiding in the accuracy of wind speed inversion.	(4)
Wind speed inversion

 




[image: Three X-Y charts displaying reflected power delay waveforms with different accumulation times: 30s, 120s, and 480s. Each chart plots "Normalized correlation power(dB)" on the Y-axis against "Relative specular point delay/chips" on the X-axis. Data points are marked in blue, with trend lines in red. The charts illustrate how the waveform changes over time, showing a consistent pattern across different accumulation periods.]
Fig. 6.8Results of incoherent accumulation (30 s/120 s/480 s)


The theoretical model is used to generate the theoretical one-dimensional time-delay correlation power values for different wind speeds in the range of 3–21 m/s Matching is done with the trailing edge data (0.5–2 code chip delays) of the reflected signal power waveform from GPS satellite PRN18 using the least squares method, obtaining wind speed results for the entire flight time, as shown in Fig. 6.9. During the data collection period from 09:14 to 09:30, wind speeds ranged from 7.2 m/s to 10 m/s, with an average of 8.2 m/s and a standard deviation of 0.8 m/s. Using all sampling data over 17 min for averaging, the inverted wind speed is 7.6 m/s.[image: Line chart showing wind speed in meters per second over time, labeled "PRN18." The x-axis represents flight time in hours and minutes, ranging from 09:14 to 09:30. The y-axis shows wind speed from 3 to 11 m/s. The data points, connected by a red line, indicate fluctuations in wind speed, peaking around 09:28.]
Fig. 6.9Wind field inversion results (PRN18)


Figure 6.10 shows the flight path and the wind speed results obtained by the QuickSCAT scatterometer, and the average wind speed within the flight path is about 7.5 m/s (7.3 m/s at the North Godown wind measurement station). The difference between the scatterometer and GNSS-R inverted wind speed averages is 0.7 m/s (8.2 m/s–7.5 m/s = 0.7 m/s).	2.
Analysis of Test Results in Certain Sea Area

 




[image: Map showing a geographical region with a red line indicating a path or trajectory. Blue arrows are drawn across the path, possibly representing wind direction or ocean currents. Numbers ranging from 4 to 7.7 are marked along the path, likely indicating measurements or data points. Green landmasses are visible at the top and bottom of the map.]
Fig. 6.10Flight route and QuickSCAT scatterometer wind speed results


Several flight tests were conducted in February–March 2009 in the South China Sea. The sea area where the data were collected along the flight route was 19°–19°30′N latitude and 110°50′–111° E longitude, and the collected signals were the sea surface scattering signals of the GPS L1 C/A code. The GNSS-R receiver used was the second-generation baseband processing circuit board developed by the research group, with an antenna for receiving the reflected signals being a 12 dB gain left-hand circularly polarized array antenna. Figure 6.11 shows the flight altitude and satellite elevation angles received during the flight experiment.[image: Two X-Y charts are displayed. The left chart shows height in meters over flight time on February 27, 2009, with a consistent height around 6000 meters. The right chart depicts satellite altitude angles over the same flight time, with multiple lines representing different satellites labeled PRN21, PRN29, PRN22, PRN15, PRN32, PRN09, PRN27, and PRN18. The angles range from 0 to 80 degrees, showing varying trends for each satellite.]
Fig. 6.11Flight altitude and satellite elevation angles during the flight experiment


The delay/Doppler two-dimensional correlation power obtained through related processing of the reflected signals is shown in Fig. 6.12.[image: A 3D plot illustrating normalized relevant power as a function of path delay (in meters) and Doppler shift (in Hertz). The surface is color-coded, transitioning from blue at lower values to red at the peak, indicating varying power levels. The axes are labeled with "Normalize the relevant power," "Path delay/m," and "Doppler shift/Hz." The grid lines provide a reference for the data points.]
Fig. 6.12Delay/Doppler two-dimensional correlation power map


The signal-to-noise ratio of the reflected signal was improved using a combination of coherent and incoherent accumulation methods, as shown in Fig. 6.13. Figures (a) and (b) show the processing results of the same 1 s data under different coherent and incoherent accumulation conditions. Figure (a) represents the delay/Doppler two-dimensional correlation power result using 1 ms coherent accumulation and 1000 times incoherent accumulation. Figure (b) represents the result using 10 ms coherent accumulation and 100 times incoherent accumulation. The 10 ms coherent accumulation results show more concentrated energy along the Doppler frequency axis due to the narrowing of the noise bandwidth caused by the increased coherent accumulation time. Along with the Doppler frequency shift, it presents a typical “horseshoe shape,” consistent with theoretical analysis.[image: Two 3D plots comparing normalized power accumulation. The left plot shows 1ms coherent accumulation with 1000 times incoherent accumulation, while the right plot shows 10ms coherent accumulation with 100 times incoherent accumulation. Both plots have axes labeled as Path delay (ms), Doppler shift (Hz), and Normalize the relevant power. The surface colors range from blue to red, indicating varying power levels.]
Fig. 6.13Delay/Doppler two-dimensional correlation power maps under different accumulation time conditions


Wind speed inversion uses a matching algorithm based on the trailing edge of the theoretical correlation power curve. Figure 6.14 shows the matching results of the correlation power after delay for received signals from satellite PRN29, where dotted lines represent measured data, dash-dotted and solid lines represent theoretical curves for wind speeds of 3.37 m/s and 4.37 m/s, respectively, and the dashed line represents a theoretical curve for a wind speed of 5.37 m/s. A comparison shows that measured data match well with the 4.37 m/s theoretical curve.[image: Chart showing normalized relevant power versus path delay. The x-axis represents path delay in meters, ranging from -1.0 to 4.0, and the y-axis represents normalized power on a logarithmic scale from 10^-1 to 10^1. The chart includes raw data points and three fitted curves for different wind speeds: 3.37 m/s (blue dashed line), 4.37 m/s (black solid line), and 5.37 m/s (red dotted line). The title indicates PRN29 with azimuth -1.40° and elevation 29.55°.]
Fig. 6.14Wind speed matching diagram


Inversion of the wind direction is performed using a theoretical correlation power curve matching algorithm based on the wind speed being known. Figure 6.15 shows the wind direction matching results for received PRN29 satellite reflection signals under the condition of known wind speed (4.37 m/s), where dotted lines represent measured data, dash-dotted lines represent a theoretical curve for a wind direction of −30°, solid line for −10°, and dashed lines for 10°. Comparison shows that measured data match well with the −10° theoretical curve.[image: Graph showing normalized relevant power versus path delay. The x-axis represents path delay in meters, ranging from -1.0 to 4.0, and the y-axis represents normalized relevant power on a logarithmic scale from 10^-2 to 10^0. The chart includes a legend indicating raw data and three lines for different Dwind values: 10, 10^0, and 30 degrees. The title notes PRN29 with azimuth -1.40° and elevation 29.55°.]
Fig. 6.15Wind direction matching diagram


For data of 1000 s on February 27, 2009, the wind field inversion is performed every 100 s. The wind speed inversion methodwas based on the direct matching algorithm of the theoretical correlation power curve’s trailing edge, and the wind direction inversion method was based on the matching algorithm of the theoretical correlation power curve with known wind speed. The inversion results are shown in Fig. 6.16. Compared with QuickSCAT satellite data and Boao marine meteorological observation station data, the standard deviation of wind speed inversion is about 1 m/s, and the standard deviation of wind direction inversion is about 20°.[image: A chart displaying latitude versus longitude with two sets of data. One set is represented by blue dashed lines labeled "V_{g} (m/s)" and the other by black arrows labeled "Geostrophic winds." The chart includes a legend in the top right corner. The data points form a pattern in the center of the chart.]
Fig. 6.16Wind field inversion results


These results provide a validation of the corresponding algorithms with typical wind field inversion outcomes. 


6.1.5 Wind Speed Inversion Based on Model Functions
Another algorithm for sea surface wind field inversion is realized based on empirical model functions. In other words, a particular mode function is established by using the quantitative functional relationship between the ocean wind vector and the marine wind-sensitive parameter obtained through theoretical simulation or measurement. By substituting the measured wind-sensitive parameters and corresponding measurement parameters (such as polarization mode, observation azimuth angle, incidence angle, etc.) within the same resolution unit into the modal function, the corresponding marine wind speed and direction can be inverted. Here, the modal function inversion method for marine wind speed is introduced as an example, presenting the research achievements of the author’s research group in recent years.
6.1.5.1 Wind Speed Sensitive Parameters
There are a variety of sea surface wind speed inversion models for coastal scenarios, which are broadly categorized into two types from the perspective of observed quantities. One type utilizes the coherent feature parameters of GNSS reflection signals, such as correlation time, [22] effective incoherent counts [23] and coherent to incoherent ratio, [24] etc. The other category defines characteristic parameters sensitive to the sea state in the delay waveform, such as waveform area, [25] trailing edge amplitude, [26] power distribution ratio, [27] etc. Here, we focus on introducing two basic characterization parameters: correlation time and waveform area.	1.
Correlation Time

 





The correlation time τicf of a time series is defined as the integral width of the autocorrelation function of the series which is the width of the integral of the autocorrelation function of the sequence, i.e.τicf=∫0+∞RτdτR0
 (6.29)


where R(t) is the autocorrelation function of the time series. The time series of complex correlation value of the GNSS reflection signal is defined asSicft=Irt+jQrtIdt+jQdt
 (6.30)


where Ir and Qr are in-phase and quadrature correlation values of the Reflected GNSS Signals; and Id and Qd are the correlation values of the in-phase and quadrature branches of the GNSS direct signals, which are used to eliminate the effects of navigation data, signal power, etc., on the reflected signal.
When the sea surface mean square height follows a Gaussian distribution, the autocorrelation function of the complex correlation values of GNSS reflection signals is also approximated as the following Gaussian function [28]:Rt≈Ahswh,lz,θ,Grexp[-πhswhtsinθ2/2λτz2]
 (6.31)


where hSWH is the effective wave height at the sea surface; lz is the correlation length at the sea surface; τz is the correlation time at the sea surface, approximately represented as a·hswh+b, and Gr is the gain of the receiving antenna of the reflected signal. Substitute Eq. (6.31) into Eq. (6.29) to yieldsτicf=2λπsinθa+bhswh
 (6.32)



Based on the Pierson-Moskowitz sea wave spectrum, the relationship between the effective wave height of a mature sea area and wind speed given in reference [29] is given ashswh=0.0235·U102
 (6.33)



The relationship between correlation time and wind speed in the shore-based scenario can be approximated asτicf=1sinθaU10+bU10U102
 (6.34)


where, aU10 and bU10 can be obtained by least squares fitting. It is worth noting that the above model is an empirical and initially aU10 and bU10 need to be determined from in-situ collocated measurements. Once the two parameters are determined, the inversion of the sea surface wind speed can be performed using the GNSS reflection signals.	2.
Normalized Delay Waveform Area

 





The normalized delay waveform area is defined as the integrated area of the normalized delay waveform exceeding the threshold, i.e.AN=∫WNτ>ThWNτdτ
 (6.35)


where WN(τ) is the normalized delay waveform ;Th is a preset threshold. As shown in Fig. 6.17, for an altitude of 100 m, elevation angle of 30°, and thresholds of 0.2 and 0.5 respectively, the relationship between the normalized waveform area simulated by the Z-V model and wind speed can be approximately represented asAN=aU10·U10cU10+bU10
 (6.36)


where aU10,  bU10 and cU10 can be obtained by least squares fitting.[image: Graph showing the relationship between wind speed (m/s) and waveform area (m). Two data series are plotted: one with blue asterisks and a yellow fit curve, and another with black circles and a purple dashed fit curve. Both series represent a threshold of 0.2. The x-axis is labeled "Wind speed (m/s)" and the y-axis is labeled "Waveform area/m."]
Fig. 6.17Relationship between normalized waveform area and wind speed



6.1.5.2 Field Test Validation
To verify the validity of the mode functions, field experiments were carried out at Qingdongwuyan tide station (37°26′51″N; 119°0′36″E) in Dongying City, Shandong Province, in which direct and reflected signals of the Beidou B3I from 16:00 on June 16th, 2021 to 18:00 on June 19th, 2021 are collected. The experimental setup is shown in Fig. 6.18, with both direct and reflected antennas approximately 12 m above the sea surface. The direct antenna was an omnidirectional right-hand circularly polarized antenna, and the reflected antenna was a directional left-hand circularly polarized antenna with a beamwidth of ±60°. The reflected antenna was pointed 45° downward towards the sea surface at an azimuth angle of 250°, stably receiving signals from BeiDou GEO satellites PRN01, PRN02, and PRN03. The receiver’s intermediate frequency signal was quantized at 4 bits with a sampling rate of 32.738 MHz. To reduce data storage, B3I direct and reflected signals were collected every 10 min, each for a duration of 2 min. A cup anemometer installed at the tide station provided comparative wind speed data.[image: A coastal scene showing a pier extending into the sea. In the foreground, two antennas are mounted on a railing: one labeled "LHCP antenna" and the other "RHCP antenna." Solar panels are visible on the left. The background features a distant shoreline with industrial structures. The sky is overcast.]
Fig. 6.18Experimental setup


In shore-based scenarios, the GNSS signals reflected from the sea surface contain both coherent and incoherent components, closely related to the sea state and satellite elevation angle. In order to suppress or eliminate the interference of the direct signal and coherent components in the delay waveform, a combination of coherent and incoherent accumulation is mostly used. The delay waveform of incoherent accumulation with accumulative number of Nincoh is expressed as [26].Yτ2=∑i=1NincohYcohiτ-∑i=1NincohYcohiτ2
 (6.37)


where Ycohi(τ) denotes the delay waveform of Ncoh coherent accumulations.
Figure 6.19a shows the delay waveforms of direct and reflected signals from the BeiDou GEO satellite PRN01. The delay equivalent distance of the reflected signal relative to the direct signal is 15.30 m, corresponding to a receiving platform height of 12.05 m, consistent with the actual height. Due to the significant coherent component in the coastal, suppressing the coherent component using Eq. (6.37) will reduce the peak of the reflected signal’s delay waveform. The delay of the reflected signal relative to the direct signal is less than one B3I chip, causing interference from the direct signal to the reflected signal. Compared to the unsuppressed coherent component delay waveform, Eq. (6.37) effectively suppresses direct signal interference, making the leading edge of the reflected signal’s delay waveform steeper. Figure 6.19b is the autocorrelation function of the complex correlation values of the reflected signal from the BeiDou GEO satellite PRN01, following the Gaussian distribution as shown in Eq. (6.31), with a correlation time of approximately 193.9 ms.[image: Two-panel figure showing X-Y charts. Panel (a) displays three waveforms: a direct waveform (solid blue line), reflected waveforms (dashed red line), and reflected waveform after suppression (dashed yellow line) plotted against time delay in meters. Panel (b) shows autocorrelation functions (solid blue line) and a Gaussian fitting curve (dashed red line) plotted against time in milliseconds. Both panels include a legend and grid lines for reference.]
Fig. 6.19a Delay waveform; b Autocorrelation function of complex correlation values of the reflected signal


The scatter plot of correlation time and waveform area estimated from the reflected signal of the BeiDou GEO satellite PRN02 against wind speed is shown in Fig. 6.20. From the figure, it can be seen that both correlation time and waveform area are inversely and directly proportional to the wind speed, respectively, and are consistent with the relationships shown in Eqs. (6.34) and (6.36). The fit of correlation time is 0.52, whereas the fit of the normalized delay waveform area against wind speed, both with and without direct signal interference, are 0.19 and 0.35, respectively. The fit of the correlation time is significantly higher than that of the normalized delay waveform area, and it can provide a better inversion result of the wind speed. The fit of the normalized delay waveform area is obviously improved after eliminating the direct signal interference. This indicates that direct signal interference is one of the important sources of error in wind speed inversion, and makes the waveform area not show a stable proportional relationship with the wind speed. After suppressing coherent components, waveform area and wind speed show a better proportional relationship.[image: Two-panel X-Y chart. The left panel shows a scatter plot with black data points representing "Raw data" and a red line indicating a "Fitting curve." The x-axis is labeled "Gas composition," and the y-axis is "Water dew point." The right panel features a scatter plot with green and black data points labeled "Production data" and "Calibration data," respectively. The x-axis is "Water composition," and the y-axis is "Water dew point." Both panels include grid lines and legends for clarity.]
Fig. 6.20Scatter plot of correlation time and waveform area against wind speed


Table 6.3 gives the root mean square error of the inversion of wind speed by each algorithm. The results show that the inversion results obtained based on the waveform area are poorer compared to the correlation time, as Eq. (6.37) cannot completely suppress coherent components. Figure 6.21 shows the time series of comparative wind speed and the inversion results of correlation time and normalized delay waveform area from GEO PRN01 satellite. It is evident that the wind speed inverted from correlation time is closer to the comparative data than the normalized delay waveform.Table 6.3Root mean square error of retrieved wind speed

	PRN1 RMSE (m/s)
	PRN2 "(m/s)"
	PRN3 "(m/s)"

	Correlation time
	Waveform area
	Correlation time
	Waveform area
	Correlation time
	Waveform areaWaveform area

	1.26
	1.43
	1.57
	2.07
	1.70
	1.81



[image: Line chart showing wind speed in meters per second over time from 17 to 19 June 2021. The x-axis represents time in DD-MM-YYYY HH:MM:SS format, and the y-axis represents wind speed. Three lines are depicted: "True wind speed" in blue, "GEO 01" in red dashed, and "GEO 01" in yellow dashed. The chart illustrates fluctuations in wind speed across the specified dates.]
Fig. 6.21Time series of inverted wind speed and comparative wind speed





6.2 Sea Surface Height Measurement
Sea Surface Height (SSH) refers to the height of the ocean’s horizontal surface above (or below) the geoid at a given moment. Global sea surface height is usually provided by altimetry satellites, which measure the round-trip time of radar pulses from the satellite to the sea surface to determine the vertical distance between them. The difference between the satellite’s orbit and the geoid distance gives the sea surface height.
6.2.1 Principle of Direct and Reflected Synergy for Measuring Sea Surface Height
There are two definitions of reflecting surface in this chapter. One is to assume the Earth’s surface is flat, ignoring the curvature of the Earth, where GNSS signals are reflected off the Earth’s surface like a mirror reflection. This method is used for height measurement in ground-based or low-altitude flight scenarios. The other uses a spherical Earth model, incorporating the effect of Earth’s curvature on reflection, suitable for high-altitude or satellite-based measurements. For GNSS signals, three methods are usually used for height measurement, including code phase delay of the reflected signal relative to the direct signal, carrier phase delay and carrier frequency change. Among them, the method using code phase delay to calculate the height of the reflecting surface is the least precise, but most widely applied due to its simple model; the method using carrier phase delay offers the highest precision, but requires the reflected signal to maintain phase continuity, which is challenging to achieve on rough surfaces.
6.2.1.1 Height Measurement Geometric Model
Assuming the Earth’s surface is flat, the geometric relationship of GNSS-R height measurements is shown in Fig. 6.22. The total delay of the reflected signal relative to the direct signal isρE=ρr+ρi
 (6.38)


[image: Diagram illustrating a geometric setup involving a GNSS satellite and a receiver. The image shows a three-dimensional coordinate system with axes labeled X, Y, and Z. A line from the satellite to the receiver forms an angle β with the horizontal plane. The receiver is positioned at the origin, and the satellite is located at a point in space. The diagram includes angles and distances, with labels such as h, ρ, and α, indicating various geometric relationships. An ellipse highlights a specific area on the XY plane.]
Fig. 6.22GNSS-R height measurement geometry


Since ρr′=ρr, there isρE=ρr′+ρi
 (6.39)


ρr′+ρi=2hcos(π2-θ)
 (6.40)


ρE=2hsinθ
 (6.41)


where h is the height from the receiver’s reflecting antenna to the reflecting surface; θ is the satellite elevation angle at the specular reflection point; After accurately measuring ρE the height h from the reflection point to the receiving platform can be obtained ash=ρE2sinθ
 (6.42)



After obtaining the height h , the sea surface height ishss=href-h
 (6.43)


where href is the vertical distance of the receiving platform from the reference plane.
If the GNSS-R receiver is mounted on a low-orbit satellite, due to the influence of the curvature of the earth, the height obtained directly by Eq. (6.42) is the vertical height from the receiving platform to the tangent line at the reflection point, hence sea surface height cannot be solved using Eq. (6.43). Considering the geometric relationship shown in Fig. 6.23, where rt, rr, and rs respectively represent the distance from the center of the earth to the GNSS satellite, altimetry platform, and specular reflection point, γt stands for the angle between rt and rs, and γr stands for the angle between rr and rs, respectively. θr represents the angle between rt and r, represents the angle between r and r, and is the altitude angle of the GNSS satellite at the specular reflection point. hrand ht are the vertical altitudes of the tangent lines from the LEO satellite and the GNSS satellite to the specular reflection point, respectively.[image: Diagram illustrating a GNSS satellite measurement system. The sketch shows a satellite above a measurement platform, with lines indicating distances and angles. Key elements include the reference ellipsoid, mean sea level, and sea undulations. Labels identify various heights and distances, such as \(h_r\), \(h_i\), and \(h_n\). The diagram highlights the relationship between the satellite, platform, and sea surface.]
Fig. 6.23GNSS-R geometry considering earth’s curvature


The specular reflection point is on the reference ellipsoidal plane, and the propagation delay of the reflected signal is referred to the theoretical delay, denoted as [28].δρmodeled=2hr+hsssinθ
 (6.44)



In fact, the specular reflection point is on the sea surface, and the propagation delay of the reflected signal is measured from the delayed waveform or delay-Doppler waveform obtained from the receiver, denoted asδρmeasured=2hrsinθ
 (6.45)



The theoretical delay minus the measured delay yieldsΔρ=δρmodeled-δρmeasured=2hsssinθ
 (6.46)



From the above equation, the sea surface height can be obtained ashss=Δρ2sinθ
 (6.47)



It is evident that the sea surface height measurement models differ between coastal/airborne and satellite scenarios. In coastal/airborne, the measurement is the delay of the reflected signal relative to the direct signal, whereas in satellite scenarios, it is the delay of the reflected signal relative to the theoretical value. Regardless of being shore-based/airborne or satellite-based, the sea surface height measurement model is related to the satellite elevation angle at the specular reflection point.

6.2.1.2 Error Analysis
For different sea surface height measurement scenarios, Eqs. (6.43) and (6.47) give sea surface height measurement results related to the arrival time of the reflected signal. Accordingly, the error analysis is also based on the arrival time of the reflected signal [30].
The distance Rt from the GNSS satellite T to the specular reflection point S and the distance Rr from the altimetry platform R to the specular reflection point S can be obtained from the geometrical relations.Rt=rt2+(rs+hss)2-2rt(rs+hss)cosγt
 (6.48)


Rr=rr2+(rs+hss)2-2rr(rs+hss)cosγr
 (6.49)



The propagation delay of the reflected signal isρR=Rr+Rt
 (6.50)



Taking partial derivatives of both sides of Eq. (6.50) with respect to hss yieldsσρRσssh≡∂ρR∂hss|hss=0=rs-rtcosγtRt+rs-rrcosγrRr=-cos(π2-θ)-cos(π2-θ)=-2sinθ
 (6.51)



That is, the measurement error of the mean sea level height is a function of the path delay error σρR and the altitude angle θ at the specular reflection point S, i.e.σssh=-σρR2sinθ
 (6.52)



This equation indicates that the sea surface height measurement error is directly proportional to the measurement error of the arrival time of the reflected signal and inversely proportional to the sine of the satellite’s elevation angle at the specular reflection point. Therefore, under the same measurement precision for the reflected signal’s arrival time, reflected signals at higher elevation angles can achieve higher sea surface height measurement accuracy.


6.2.2 Code Delay Height Measurement Method
6.2.2.1 Path Delays
As known from Sect. 6.2.1.1, the total delay between reflected and direct signals is shown in Eq. (6.38). However, in addition to the geometric path delay ρE, the path delay error ρatm caused by the atmosphere and the peak delay ρsca caused by the roughness of the sea surface, etc., need to be considered in the direct and reflected signal path delay model is shown in Fig. 6.24, and the total path delay can be expressed asΔρE=ρE+ρatm+ρsca+ρn
 (6.53)


where ρn denotes the random measurement error.[image: Diagram illustrating signal paths with two main components: a direct signal and a reflected signal. The direct signal is labeled with \(\rho_E + \rho_{atm}\) and spans a horizontal distance. The reflected signal is shown with a peak and labeled \(\rho_{sca}\). The distance between the direct and reflected signals is marked as \(\Delta \rho_E\). Arrows indicate the direction and separation of the signals.]
Fig. 6.24Illustration of reflected signal path delay



6.2.2.2 Atmospheric Propagation Delay
Atmospheric propagation delay can usually be categorized into the dry and wet components. The dry component is mainly related to ground atmospheric pressure and temperature, and constitutes the main component of atmospheric propagation delay, accounting for about 90%. The wet component is mainly related to the atmospheric humidity and altitude of the signal propagation path, which is usually defined as the delay caused by water vapor, and its effect can be ignored in altimetry applications. Assuming a sea level atmospheric pressure of P0=1.013×105 Pa and the atmospheric pressure at height  h is Ph=P0·exp-hh85008500, the delay value ρatm due to atmospheric propagation isρatmh,θ=4.61279681-exp-hh85008500sinθ
 (6.54)



The relationship between atmospheric propagation delay and the satellite elevation angle θ and height h is given in Fig. 6.25. From the figure, it can be seen that when the height h is less than 100 m, the atmospheric propagation delay is relatively small, about 10 cm or less. For the heights greater than 1000 m, the atmospheric propagation delay decreases gradually with the increase of the satellite elevation angle.[image: Chart showing atmospheric propagation delay in meters versus satellite elevation in degrees. Four curves represent different altitudes: 100m (red dotted line), 1000m (black dashed line), 3000m (green dashed line), and 5000m (blue solid line). The delay decreases as satellite elevation increases.]
Fig. 6.25Atmospheric propagation delay versus satellite altitude angle



6.2.2.3 Peak Delay
Due to sea surface roughness, diffuse reflection points around the specular reflection point (note: at this time, the reflected signal is also often referred to as the scattered signal; this book does not distinguish between the two) cause the propagation delay of the reflected signal to increase, shifting the peak position of the delay-Doppler power waveform backward. This peak point difference from the specular reflection point’s signal arrival time is denoted as ρsca, which increases with wind speed, reaching tens to hundreds of meters, as shown in Fig. 6.26.[image: Scatter plot showing the relationship between wind speed (m/s) on the x-axis and peak fulency (m) on the y-axis. The data points form a curve that rises steeply at first and then levels off, indicating that as wind speed increases, peak fulency also increases but at a decreasing rate.]
Fig. 6.26Relationship between peak delay and wind speed


Random measurement errors ρn include effects such as multipath, clock uncertainties, antenna model errors, receiver hardware delays, thermal noise, and other unmodeled error sources.

6.2.2.4 Experimental Analysis
The authors’ research team conducted several shore-based and airborne sea surface altimetry experiments using self-developed equipment [31]. The valid results of sea surface height measurements were obtained using code delay, verifying the usability of the above analysis.
The data used in this section were collected in the South China Sea at latitude 19°–19°30′ N and longitude 110°50′–111° E, using the self-developed “GNSS-R Ocean Microwave Remote Sensor” to receive GPS L1 CA code signals. The peak gain of the reflected signal receiving antenna is about 13 dB, with a beam angle of 38°. The direct signal receiving antenna has a gain of 3 dB. The test aircraft was a domestically produced Y-7 airplane, flying at a maximum altitude of about 5200 m and a speed of 420 km/h.
After denoising and normalizing the direct and reflected signal power data, one-dimensional delay power curves were obtained, as shown in Fig. 6.27. The first peak in the figure is the direct signal power curve, and the second peak is the reflected signal power curve. The delay difference between the two peaks, inserted into formula, yields the delay distance of the reflected signal relative to the direct signal, from which the height of the aircraft’s reflected signal antenna to the reflection surface is obtained using Eq. (6.42), with the satellite elevation angle at 52.13°. When selecting satellite 24 with an elevation angle of 63.40°, the delay distance of the direct and reflected signals is about 9899.73 m, different from the measurement result of 8743.68 m for satellite 26 with an elevation angle of 52.13°. The higher the satellite elevation angle, the greater the delay distance, consistent with Eq. (6.41).[image: Chart showing normalized relative power versus path delay in meters. Two datasets are plotted: one in red, labeled "Theoretical," and another in blue, labeled "Actual." The red dataset peaks near zero, while the blue dataset peaks around 8000 meters. The x-axis is labeled "Path delay/m," and the y-axis is labeled "Normalized relative power."]
Fig. 6.27One-dimensional delay power curves of satellite 26 direct and reflected signals


Figure 6.28 shows the altimetry results based on C/A code phase, with an average sea surface height of 5496 m obtained from about 1 min of data, with a measurement standard deviation of 6.435 m. The average altitude during the period was 5509 m.[image: Line chart showing height over fly time in seconds. The x-axis represents fly time, ranging from 0 to 60 seconds, and the y-axis represents height, ranging from 5200 to 5800. Three lines are plotted: a blue dashed line labeled "Smooth," a blue dotted line labeled "Raw," and a red solid line labeled "Fly Teich." The chart includes a legend for line identification.]
Fig. 6.28Altimetry results based on C/A code phase




6.2.3 Carrier Phase Altimetry Method
For the case of a single satellite and receiver, the carrier phase pseudorange observation equations for direct and reflected signals are respectivelyλφdirn=Dn+Dtron+Dionn+cδtuclockn-cδtdsclockn-λN0d+λεφdn
 (6.55)


λφrefn=Rn+Rtron+Rionn+cδtuclockn-cδtrsclockn-λN0r+λεφrn
 (6.56)


where xn represents the measurement of physical quantity x at epoch n; D(n) and R(n) are the propagation distances of direct and reflected signals, respectively;φdir and φref are the carrier phases measurements of direct and reflected signals, respectively; λ is the wavelength of the carriers; Dtro and Rtro are the propagation errors in the troposphere for the direct and reflected signals; Dion and Rion are the propagation errors in the ionosphere for the direct and reflected signals;  δtuclock is the user clock error. δtdsclock and δtrsclock are the satellite clock differences corresponding to the observation of direct and reflected signals. N0d and N0r are the integer ambiguities of direct and reflected signals;εφd and εφr are combine the effects of satellite clock and receiver clock phase noise, receiver hardware delay, cycle slip, etc., for direct and reflected signals, in cycles.
Differencing the original pseudorange observation equations for the direct and reflected signals of the same star essentially eliminates the time-synchronized user clocks. The satellite clock differences corresponding to the direct and reflected signals of calendar element n are not perfectly synchronized, so the difference of δtrsclockn-δtdsclockn only weakens the effect of the satellite clock differences on the long-term stability, but does not eliminate the effect of the short-term stability. Derivation of the original pseudorange observational equations for the direct and reflected signals of the same star yieldsλφrefn-φdirn=Rn-Dn+Rtron-Dtron+λεφrn-εφdn-cδtrsclockn-δtdsclockn-λΔN0r-ΔN0d
 (6.57)



(math.) simplification givesλΔφn=ρn+Δtro+λΔεφn-cΔδtsclockn-λΔN
 (6.58)


where Δφn=φrefn-φdirn is the phase difference between the direct and reflected signals, ΔN=N0r-N0d is the difference between the integer ambiguity of the direct and reflected signals, ρn=Rn-Dn is the difference between the propagation distances of the direct and reflected signals, and Δtro=Rtron-Dtron is the effect of the troposphere on the signal propagation due to the different propagation paths of the direct and reflected signals. Δδtsclockn=δtrsclockn-δtdsclocknΔεφn=Δεφrn-Δεφdn is the difference between the satellite clock difference corresponding to the direct and reflected signals, and is the difference between the random observation errors of the direct and reflected signals.
The above single-difference observations are further difference between epochs, then the satellite clock difference can be basically eliminated, and the whole week ambiguity can be eliminated, obtainingλΔφn1,n2=ρn1,n2+λΔεφn1,n2
 (6.59)


whereΔφn1,n2=Δφn2-Δφn1
 (6.60a)


Δεφn1,n2=Δεφn2-Δεφn1
 (6.60b)


ρn1,n2=ρn2-ρn1
 (6.61)



Assuming that the Earth’s surface is horizontal, Eq. (6.41) can be substituted into Eq. (6.61) to getρn1,n2=2hn2sinθn2-2hn1sinθn1
 (6.62)



Due to the small change in altitude angle over a short period of time (0.1 s), when n2T-n1T<0.1s (T represents the time interval between neighboring calendar elements),sinθn2≈sinθn1 is assumed. Equation (6.62) can be approximated asρn1,n2=2hn1,n2sinθn1
 (6.63)


where hn1,n2=hn2-hn1. The value of the estimated reflective surface height change between epochs is obtained from Eqs. (6.60) and (6.63) ash^n1,n2=λΔφn1,n22sinθn1
 (6.64)



Carrier phase has finer resolution performance compared with code phase, which can provide better measurement accuracy, but there are problems such as integer ambiguity fixing, cycle slips in the solution process of carrier phase, which sometimes makes it difficult to find an effective method to solve it completely.

6.2.4 Carrier Frequency Altimetry Method
The carrier frequency is also used in practice to solve for the height of the reflecting surface based on the derivative relationship between frequency and phase. Let φ and fE be the carrier phase difference and Doppler shift between the reflected and direct signals, respectively, then we have [37]dρEdt=λdφdt=λ·2πfE
 (6.65)



That is, the rate of change of path difference is a function of the frequency difference. Assuming that the height h from the receiver to the reflecting surface does not change at a certain moment, i.e., the change in path delay is caused only by the change in elevation angle, the derivative Eq. (6.41) with respect to time gives:d(ρE)dt=d(2hsinθ)dt=2hcosθdθdt
 (6.66)



Combining Eq. (6.65) and Eq. (6.66) yieldsλ·2πfE=2hcosθdθ/dt
 (6.67)


h=λ·2πfE2cosθdθ/dt
 (6.68)



Equation (6.68) provides the relationship between the height of the receiver to the reflecting surface and the carrier frequency difference. After determining the time, the position of the GNSS satellite and the receiver, the satellite altitude angle θ and the rate of change of the satellite altitude angle dθ/dt are available. Therefore, by solving for the carrier frequency difference of the reflected signal relative to the direct signal, the height from the receiver to the reflection surface can be determined (Fig. 6.29).[image: Three-panel X-Y chart showing CNR in dB/Hz versus an unspecified variable, with sinusoidal height angles. Each panel (a, b, c) displays three lines representing different heights: 2m (red dashed), 3m (blue solid), and 4m (black dotted). The charts illustrate variations in CNR across the range 0.1 to 0.5, with the y-axis ranging from 30 to 45. Each panel is labeled with a letter and the phrase "Sine of elevation angle."]
Fig. 6.29a Right-handed circular polarization, b vertical polarization, and c horizontal polarization signal CNR varying with the sine of the elevation angle



6.2.5 Interferometric Sea Surface Height Measurement
6.2.5.1 Principle of Interferometric Measurement
Methods used for ocean remote sensing applications utilizing the reflected signals from navigation satellites can be categorized into two types: one is the direct-reflective collaborative method, i.e., receiving direct and reflected signals simultaneously for collaborative observation; the other is the interferometric method, i.e., extracting measurements from the direct signal that represent the effect of the reflected signal. A more detailed principle analysis and experimental validation results are provided in the literature [42]. For interferometric applications, in addition to the data realization based on Continuously Operating Reference Stations (CORS), survey-grade receivers are usually used to set up observation stations for remote sensing applications. Smartphones commonly embedded with GNSS receivers are also increasingly being used for such applications, with continuously improving signal processing capabilities. Interferometric ocean remote sensing applications can naturally be implemented on similar smartphones, with sea surface height measurement as an example.
At different heights, i.e., when the distance from the smartphone to the sea surface changes, the Carrier-to-Noise Ratio of navigation satellite signals presents different oscillation characteristics with the change in elevation angle. This forms the basis for using the interferometric method for sea surface height measurement. Figure 6.30 shows the trends of the Carrier Noise Ratio(CNR) with the sine of the elevation angle for right-handed circular polarization, vertical polarization, and horizontal polarization. From the figure, it can be seen that the higher the receiving antenna is from the sea surface, the greater the oscillation frequency of the CNR. Moreover, in both vertical and horizontal linear polarization conditions, the signal oscillation amplitude received by linear polarization antennas is larger than that received by circular polarization antennas. Additionally, as the elevation angle increases, the oscillation amplitude of the signal received by linear polarization antennas decays slower compared to circular polarization antennas.[image: Aerial view of a body of water with two devices mounted on a structure. The left side shows a rectangular device with a transparent cover and cables, while the right side features a dome-shaped device. Both are attached to a vertical beam extending over the water. The scene captures the reflection of sunlight on the water's surface.]
Fig. 6.30Test scenario for measuring sea surface height with a smartphone



6.2.5.2 Experimental Validation
Field experiments were carried out from November 02 to November 20, 2021 at Qingdong-5 Tide Gauge Station (latitude 37°26′51″N; longitude 119°0′36″E) in Dongying City, Shandong Province, with a test scenario based on the smartphone measurement of sea surface height as shown in Fig. 6.30. A Xiaomi 6 smartphone was placed approximately 9 m above the sea surface, oriented towards the southwest with an azimuth of about 210°. A float-type tide gauge provided comparative measurement data, and an anemometer provided wind speed data.
Figure 6.31 presents the data processing flow for measuring sea surface height with a smartphone. Firstly, navigation satellites PRN numbers and their signal-to-noise ratio (or carrier-to-noise ratio) sequences are parsed from the Receiver Independent Exchange Format (RINEX) file, with the satellite elevation angle and azimuth angles at the moment of data collection extracted from the ephemeris file. Due to buildings obstructing the signal in the direction the smartphone faced, the azimuth angle was limited to between 100° and 300°, and the elevation angle was not strictly limited. Qualifying carrier-to-noise ratio numerical sequences were processed through empirical mode decomposition to various intrinsic model functions (IMF), which were then iterated over. To obtain the main oscillation frequency of each component, Lomb-Scargle (L-S) spectrum estimation was firstly performed, and then the three characteristic observables of the spectrum, namely, the peak frequency fpeak, the spectral width Wspe, and the primary-secondary peak ratio R, are extracted. The spectral width threshold TW was taken as 1.0, the primary-to-secondary peak ratio threshold TR is taken as 1.5, and the peak frequency limit interval, [Tfmin,Tfmax], is taken as [0.66, 1.14]. If all the above conditions were met, then the height of the smartphone from the sea surface was obtained using hr=fpeak·λfpeak·λ22. If not, the process was repeated with the next modal component.[image: Flowchart illustrating a data analysis process. It begins with "start" and proceeds to "read/analyze RINEX data." The flow splits based on azimuth conditions: "Azi ≥ 100° & Azi ≤ 300°." If true, it reads SNR and performs EMD; if false, it reads elevation. The process continues with L-S estimation and checks conditions involving parameters like \( f_{\text{peak}} \), \( W_{\text{spe}} \), and \( R \). It concludes with "measure SSH" and "end." Key terms include ephemeris, azimuth, elevation, and SSH.]
Fig. 6.31Data processing flow for measuring sea surface height with a smartphone


The comparison between measured sea surface heights and comparative values from the tide gauge station is shown in Fig. 6.32, where scatter points cluster around the 1:1 line, with a root mean square error of 0.39 m, although errors are larger in the circled area.[image: Scatter plot comparing in-situ and smartphone data, with a yellow 1:1 reference line. Data points are mostly clustered along the line, indicating correlation. A red circle highlights an outlier group on the right. The x-axis is labeled "In-situ datum" and the y-axis "Measure datum."]
Fig. 6.32Comparison of measured sea surface heights and comparative values


Analyzing the characteristics of tides and wind speeds over time at the tide gauge stations, as shown in Fig. 6.33 shows, it is observed that a sudden increase in wind speed occurred at the test site on November 7, leading to an increase in sea surface roughness, weakened coherence of the reflected signals, affected the interference pattern, and thus increased measurement error.[image: Two-panel X-Y chart showing data over time. Panel (a) displays height measurements with a yellow line and black dots, labeled "SmartPhone In-Use," highlighting a peak around 11:08. Panel (b) shows wind velocity with a blue line, also peaking around 11:08. Both panels have a red ellipse emphasizing the peak area. The x-axis represents time in hours and minutes, while the y-axes represent height and wind velocity, respectively.]
Fig. 6.33a Sequence of measured and comparative sea surface heights b Corresponding wind speed at those times


To further analyze the effect of wind speed, wind speed values and the corresponding root mean square error values are plotted in Fig. 6.34. It can be seen that the root-mean-square error (RMSE)of the measured values increases as the wind speed increases, especially when the wind speed exceeds 12 m/s, the error value increases by nearly 60%. It should be pointed out that the vertical height of the smartphone from the sea surface in the test scenario (about 9 m here), obstruction by buildings, and the performance of the GNSS receiver in the smartphone are all possible factors affecting measurement error, and a more detailed analysis can be found in the related literature.[image: Scatter plot showing the relationship between wind speed in meters per second (x-axis) and RMSE in meters (y-axis). Data points indicate a trend where RMSE generally increases with higher wind speeds. The plot includes grid lines for reference.]
Fig. 6.34Variation of measurement error with wind speed


Unlike interference oscillations received by circularly polarized antennas, linear polarization antennas exhibit effective oscillations over a wider range of elevation angles. Figure 6.35 summarizes the statistical results during the 18-day test period. Sequences of carrier-to-noise ratio with elevation angles higher than 30° can still be used to measure the sea surface height, with lower and upper limits of the height angle sequences higher than 30° for 31.9% and 46.8% of the total samples, respectively, reaching up to an 80° the maximum elevation angle. In contrast, survey-grade receivers typically use carrier-to-noise ratio sequences within 30° of elevation angle to infer sea surface height.[image: Bar chart showing the percentage distribution of satellite elevation angles. The x-axis represents satellite elevation in degrees, ranging from 0 to 80, while the y-axis shows the percentage. Two data series are displayed: "Lower Limit" in blue and "Uplink" in red. The chart indicates higher percentages at lower elevation angles, with a gradual decrease as the angle increases. A legend in the top right corner identifies the data series.]
Fig. 6.35Statistical results of measurement samples at different elevation angles





6.3 Shore-Based GNSS-R Typhoon Wind Field Reconstruction and Storm Surge Simulation
Typhoons are key drivers of storm surge, directly affecting the severity of storm surge disasters. Information on the center location, intensity and structure of the typhoon is crucial for storm surge forecasting. When wind speeds reach typhoon levels, scatterometers and radiometers, for example, cannot provide sufficiently accurate data. As mentioned earlier, shore-based GNSS-R has good performance in sea surface wind field inversion, including in the typhoon wind field reconstruction. This section focuses on related content and its application in storm surge simulation.
6.3.1 Typhoon Wind Field Reconstruction Method
Typhoon intensity is one of the important factors in determining the severity of storm surge disasters, and maximum wind speed is a key parameter in determining typhoon intensity. To enhance the precision of estimating the wind field inside and outside the typhoon, as well as the maximum wind speed, the reconstructed typhoon wind field can be expressed as follows:Vr=rRMW×ratio+RMW-rRMW×VBG0≤r≤RMWr-RMW3RMW+4RMW-r3RMWratio×VBGRMW<r<4RMWVBGr≥4RMW
 (6.69)


where, r is the distance from the center of the typhoon; RMW is the maximum wind radius; VBG is the background wind speed (here we use the reanalyzed wind field data, or we can also use the forecast wind field or the theoretical wind field); and ratio is a distance correction coefficient necessary for determining the reconstruction of the wind field, which is defined as the ratio of the measured data WSobs (e.g., the wind speed of the on-shore GNSS-R site and the buoy data) to the background field wind speed WSBG, i.e., ratio=WSobsWSobsWSBGWSBG. In storm surge forecasting, the distance correction factor can be set based on the typhoon intensity. For example, when the forecasted typhoon intensity is too large, make the ratio <1, which can effectively reduce the wind speed value.
Equation (6.69) reconstructs the wind field both with in 1×RMW(typhoon’s interior) and 4×RMW(typhoon’s exterior), respectively, using background field data for all other areas. From the first equation, it can be seen that when r = 0, the reconstructed wind speed is the background field wind speed; when r = RMW, the background field wind speed is multiplied by the distance revision factor; when r < RMW, the wind speed at each point increases or decreases depending on the ratio and r, and ensures that the wind speed values are smoother inside the typhoon, and do not have too large a gradient in the spatial distribution. From the second equation, it can be seen that the between 1×RMW and 4×RMW is similar to the process of wind speed reconstruction for the interior of the typhoon (1×RMW). The magnitude of the wind speed at the boundary at RMW is the same as the value of the first equation; the reconstructed wind speed at  the boundary at 4×RMW is the background field wind speed, which ensures the continuity of the spatial distribution of the wind speed at the boundary at 4xRMW and the background field wind speed outside the 4RMW.

6.3.2 Coastal GNSS-R Typhoon Wind Field Reconstruction
The GNSS-R Typhoon Investigation using GNSS Reflected and Interferometric Signals (TIGRIS) conducted in Yangjiang, Guangdong Province, in July–August 2013 is taken as an example to analyze the reconstruction of  coastal typhoon wind field [32].
Before the wind field reconstruction, an assessment of the European Centre for Medium-Range Weather Forecasts (ECMWF) data was conducted. As shown in Fig. 6.36, compared to actual measurements at the GNSS-R coastal station, the ECMWF data showed various degrees of underestimation during 12:00 on August 13th to 00:00 on August 14th.[image: Line chart showing wind speed in meters per second over time from 12-Aug 18:00 to 13-Aug 18:00. Four data sets are plotted: Yangjiang InSitu Data (red solid line with circles), GNSS-R data (blue dashed line), ECMWF (black line with crosses), and Reconstructed (purple dashed line with diamonds). The x-axis represents time, and the y-axis represents wind speed. Vertical green lines mark specific time intervals.]
Fig. 6.36Comparison of GNSS-R inversion results with ECMWF data (Yangjiang station)


The RMW is determined based on the typhoon center location and the position of the maximum wind speed in the background wind field. The distance correction coefficient ratio is calculated from the shore-based GNSS-R wind speed WSGNSS-R and ECMWF wind speed WSECMWF.ratio=WSGNSS-RWSECMWF
 (6.70)



The typhoon wind field is reconstructed by substituting the values of ratio at each moment into Eq. (6.69). From Fig. 6.36, it can also be seen that at Yangjiang station, the GNSS-R inversion value and the measured data from the meteorological station both reach 25 m/s, while the maximum wind speed before the reconstruction of the ECMWF data is only 11 m/s. After the reconstruction, the wind speed reaches 21 m/s. The reconstructed wind field aligns better with actual measured data, and the accuracy of the wind speed is improved significantly, which can provide a better-quality wind field for storm surge simulation.

6.3.3 Establishment and Verification of the Storm Surge Model
6.3.3.1 Overview of FVCOM
The Finite-Volume Costal Ocean Model (FVCOM) was jointly developed by the Laboratory of Ocean Ecodynamic Modeling led by Prof. Changsheng Chen of the University of Massachusetts (UMass) and Robert C. Beardsley from the Woods Hole Oceanographic Institution, is based on the primitive equations in a Cartesian coordinate system, primarily including the momentum equation, pressure equation, continuity equation, and temperature-salinity equation [33]. Since computers cannot handle continuous problems, FVCOM discretizes these equations using the finite volume method. Unlike finite element and finite difference methods, this approach allows for individual discrete solutions of equations. It computes scalars (such as sea surface height, temperature, and salinity) on triangular nodes, similar to finite element methods, and vectors at the centroid of triangular cells to ensure mass conservation across the entire mesh. Due to the unstructured triangular mesh architecture and finite volume discretization method, FVCOM flexibly depicts complex shorelines and boundaries, finding broad application in inland lakes and rivers as well as estuaries and other geographical areas.
The FVCOM model utilizes irregular, non-overlapping triangular meshes as shown in Fig. 6.37. Compared to structured meshes, this configuration more flexibly describes intricate coastlines and allows for convenient mesh refinement in specific study areas. The number of mesh nodes and elements are counted according to the following equation.Xi,Yii=1:N
 (6.71)


Xni,Ynii=1:M
 (6.72)


where N is the total number of triangular meshes, Xi,Yi represents the coordinates of the center of mass of the triangular mesh; each triangle has three nodes, M is the total number of triangular mesh nodes, and represents the coordinates of the mesh nodes of triangular meshes arranged in clockwise order.[image: A hexagonal sketch divided into six triangular sections by red lines. Each section contains a blue dot in the center. The hexagon's vertices are marked with black dots. The background of the hexagon is shaded in light pink.]
Fig. 6.37Irregular non-overlapping triangular mesh


In addition, FVCOM features a modular design, which includes not only the basic hydrodynamic modules, but also four-dimensional assimilation, sediment, sea ice, particle tracking, tracers, ecology, and water quality modules. Its core code is continuously being upgraded. Different modules can be integrated based on research focus and objectives to accurately simulate nearshore hydrodynamic phenomena such as tides, storm surges, waves, and sediment transport. The model has been widely applied in the fields of shallow-sea physical oceanography, marine ecosystem dynamics, marine environment, theoretical oceanography, and ocean model development.

6.3.3.2 The Storm Surge Model
To finely reproduce the whole process of storm surge formation, propagation and extinction, the overall composition of the refined storm surge model is depicted in Fig. 6.38. The model couples the storm surge module and astronomical tide module of FVCOM, and realizes the effective simulation of storm surge based on boundary-driven conditions and surface forcing conditions. The core of this model is the construction of refined grid, which requires precise coastline data, based on the global high-resolution geographic data from the National Geophysical Data Center of the United States [32], employing the Surface-water Modeling Solution (SMS) software version 10.1 for generating irregular triangular meshes. Generally, the grid is relatively fine near the coast and sparse near the open boundary, and the transition in the middle region is automatically generated. Meanwhile, considering the range of typhoon landfall in China, the grids are encrypted in areas such as the Pearl River Estuary and the Taiwan Strait. In order to improve the computational efficiency, the horizontal resolution of the grid is set to be 2–5 km in the littoral region as well as the edge of the shelf, and 10–15 km in the open boundary region. In practice, the shape of adjacent triangles may significantly deviate from the ideal due to influences from coastlines or islands.[image: Flow chart illustrating a refined storm surge model. Central box labeled "Refined Storm Surge Model" connects to various components: "Storm Stage - Tide Coupling" with "Storm Surge, Velocity" and "Tide Module"; "Surface Conditions" with "Wind, Friction" and "Pressure Field Forcing"; "Open Boundary Conditions" with "Water Surface, Tides" and "Water/Sediment Fluxes"; "Refined Grids" and "Updated LIDAR Topography"; and "Refined Bottom". The chart shows the integration of different environmental and computational factors in the model.]
Fig. 6.38Overall composition of the refined storm surge model


The ocean bathymetry data (water depth) is sourced from the 1 arc-minute resolution Earth Topography and Bathymetry Database (ETOPO1), with water depth represented by negative values. Interpolating these onto each grid yields the terrain for the entire computational area.	(1)
Boundary conditions

 





The surface condition of the sea includes wind and atmospheric pressure fields, utilizing ECMWF reanalysis data. Open boundary conditions are tide-driven, comprising four diurnal tides (K1, O1, P1, and Q1) and four semi-diurnal tides (M2, S2, N2, and K2), obtained using the Ohio State University Tidal Prediction Software (OTPS).	(2)
Initial conditions

 





The initial velocity and water level fields of the model are both set to zero; the vertical direction is divided into 11 layers; and temperature and salinity are set constants at 15 °C and 35 Practical Salinity Units (PSU), respectively; the model is set to positive pressure, and the effect of baroclinic pressure is not considered for the time being; the nearshore intertidal zone adapts wet-dry treatment; and the coastline boundary is treated as a closed boundary. The operational time step during simulation is 2 s, with a ratio of inner and outer steps of 10. To avoid initial oscillations caused by cold start, data output begins 15 days into the simulation and is used for storm surge analysis.	(3)
Simulation program.

 





To evaluate the influence of reconstructed wind fields on the accuracy of storm surge simulation before and after reconstruction, three numerical simulation schemes are designed. Scheme one is used to test the performance of astronomical tide simulation within the study area; scheme two is used to test the performance of storm surge simulation before wind field reconstruction; scheme three is used to test the performance of storm surge simulation after wind field reconstruction.
Scheme one: Numerical simulation of astronomical tide alone (eight constituents);
Scheme two: Coupled numerical simulation of astronomical tide and storm surge (eight constituents + ECMWF reanalysis wind and pressure fields);
Scheme three: Coupled numerical simulation of astronomical tide and storm surge (eight constituents + ECMWF pressure field + reconstructed typhoon wind field).

6.3.3.3 Analysis and Validation of Storm Surge Model
For numerical models of ocean dynamic parameters, accurately simulating astronomical tides is a fundamental requirement. To test the astronomical tide simulation performance of the storm surge model, tidal data from tide gauge stations is used as reference data.
Based on the tidal data output by the detailed storm surge model, the nearest grid points to the tide gauge station as listed in Table 6.4 are identified. Harmonic analysis is performed separately on the tidal data from these grid points to obtain the amplitude and phase of the M2 constituent. Compared with the harmonic constants obtained from tide gauge stations along the coast of China, the root mean square errors of the amplitude and phase of the M2 constituent are 11.2 cm and 13.2°, respectively. The storm surge model can accurately reproduce the propagation of astronomical tides within the study area. Furthermore, the simulation results have high spatial resolution, providing detailed nearshore inundation information for better analysis of storm surge structure and propagation.Table 6.4Comparison of Amplitude and Phase of the M2 Constituent (Phase values relative to 120°E)

	Longitude/°
	Latitude/°
	Observed amplitude/cm
	Simulated amplitude/cm
	Observed phase/°
	Simulated phase/°

	117.57
	23.75
	110
	120.25
	8
	44.34

	117.87
	23.91
	150
	156.10
	1
	35.67

	120.17
	23.70
	114
	135.53
	331
	342.15

	121.87
	24.58
	44
	41.707
	169
	203.65

	122.23
	31.41
	125
	116.33
	309
	335.77

	122.32
	29.85
	120
	132.41
	265
	289.86

	123.68
	25.93
	45
	47.494
	200
	214.53

	123.00
	24.41
	42
	43.197
	173
	204.5

	123.73
	24.33
	45
	43.974
	183
	201.37

	124.17
	24.33
	46
	44.864
	175
	199.27






6.3.4 Storm Surge Simulation with Reconstructed Wind Fields
6.3.4.1 Super Typhoon “Utor”
Super Typhoon “Utor” (International Number 1311, Utor) began on August 9, 2013 and experienced two intensifications and two landfalls. Utor first intensified to reach peak intensity at 12:00 on August 11, with 10 min maximum sustained winds of 54 m/s and an atmospheric pressure dropping to 925 hPa, and it made landfall in the northern part of Luzon Island at around 19:00 a.m. “Utor” reached the South China Sea on the morning of August 12. “At 7:50 a.m. on August 14, “Utor” made landfall again in the coastal area of Xitou Town, Yangxi County, Yangjiang City, Guangdong Province, China, with a maximum wind force of 14 at the center at the time of landing, accompanied by heavy rainstorms, causing some rivers to exceed the alert levels. This typhoon was characterized by strong wind speeds, high waves, high tides and heavy rainfall, causing serious economic losses and casualties in China and the Philippines. It was delisted by the 46th session of the Typhoon Committee in 2014.

6.3.4.2 Storm Surge Validation
The refined storm surge model in Sect. 6.3.3.3 is used for numerical simulation, the wind fields before and after reconstruction were respectively used to simulate the storm surge caused by Typhoon “Utor” (No. 1311). Comparing the changes in the storm surge between before and after the reconstruction of the wind field reveals anomalies in sea level during the typhoon period. Specific calculations are as follows: (1) Subtracting the simulated water level of scheme two from that of scheme one to obtain the storm surge caused by the wind field before reconstruction. (2) Subtracting the simulated water level of scheme three from that of scheme one to obtain the storm surge caused by the wind field after reconstruction. The simulation results from August 11, 2013, 18:00, to August 14, 2013, 12:00, are used to analyze the storm surge caused by Typhoon “Utor.”
Figure 6.39 shows the simulation results of the storm surge increase before and after wind field reconstruction from August 11 to August 14, compared with the measured data at tide gauge stations. The duration of storm surge caused by Typhoon “Utor” is relatively slow. The storm surge at Xiaozhou Station began to rise water from 23:00 on August 12 and lasted to 17:00 on August 13; at Zhapo station, it started to increase water from 20:00 on August 12 and continued until 01:00 on August 14; Taishan station started to increase from 20:00 on August 12 and continued to 04:00 on August 13; Zhuhai station started to increase water from 21:00 on August 12 and lasted to 01:00 on August 14. At the peak of the storm surge, the simulation results of scheme two (eight constituents + ECMWF wind and pressure fields) severely underestimated the storm surge observed at Xiaozhou Station, Zhapo Station, Taishan Station, and Zhuhai Station. In contrast, the storm surge simulated by scheme three (eight constituents + ECMWF pressure field + reconstructed typhoon wind field) relatively matched the tide gauge data. Except for Xiaozhou Station, the simulation accuracy at the peak surge for the other three stations improved significantly using the reconstructed wind field. At Zhapo Station near the typhoon landfall, the simulation accuracy of the storm surge and the maximum surge height and its time of occurrence were significantly improved compared to the tide gauge data.[image: The image consists of four X-Y charts displaying sea level anomalies (SLA) in meters over time from August 11 to August 14, labeled as NAOZHOU, ZHAPO, TAISHAN, and ZHUHAI. Each chart includes three data series: ECMWF (black line), Reconstructed winds (purple line), and Tide Gauge (blue crosses). The charts show variations in SLA with notable peaks and trends across the different locations.]
Fig. 6.39Comparison of storm surge simulation with tide gauge station measured data


To quantitatively evaluate the improvement of simulation accuracy before and after reconstructing the wind field, the root mean square errors (RMSEs) between the simulation results and the measured data ares calculated separately for each tide gauge station. As shown in Table 6.5, the RMSE of the reconstructed wind field is significantly smaller than that of the pre-reconstruction results, and the overall performance of the four stations has improved by nearly 30%.Table 6.5Comparison of simulation results and measured data for at Xiaozhou station, Zhapo station, Taishan station, and Zhuhai station

	Tide gauge station
	Comparison time range
	RMSE/cm before reconstruction
	RMSE/cm after reconstruction

	Naozhou station
	11th 18:00–14th 05:00
	19.5
	14.7

	Zhapo station
	11th 18:00–14th 05:00
	17.9
	14.4

	Taishan station
	11th 18:00 –14th 12:00
	35.1
	22.4

	Zhuhai station
	11th 18:00 –14th 12:00
	24.6
	16.1

	 	Average error
	24.28
	16.90




For storm surge simulation, the magnitude of surge and the time of maximum surge are two important indicators. Table 6.6 compares the simulation results before and after wind field reconstruction with the measured data. From the table, it can be seen that except for the time of maximum surge at Taishan Station, the simulation results with the reconstructed wind field can better reproduce the storm surge magnitude and the time of maximum surge caused by Typhoon “Utor.” The RMSE of the storm surge simulation at Zhapo Station compared with the measured data is 14.4 cm, the maximum surge differs from the measured data by 5 cm, and the time of maximum surge is completely consistent. The simulation accuracy at the other three tide gauge stations also improved to varying degrees. For example, the maximum surge observed at Taishan Station is 1.2 m, and after wind field reconstruction, the simulated maximum surge increased from 0.39 to 1.185 m. The maximum surge times at Xiaozhou Station and Zhuhai Station also improved after wind field reconstruction.Table 6.6Comparison of maximum surge and time of maximum surge simulation results with tide gauge station measured data

	Tide gauge station
	Data sources
	Time of maximum surge
	Maximum surge height /cm
	Time deviation/Hour
	Surge height error /cm

	Naozhou Station
	Before reconstruction
	13th 16:00
	37
	−1
	−38

	After reconstruction
	13th 17:00
	49
	0
	−26

	Tide Gauge Data
	13th 17:00
	75
	–
	–

	Zhapo station
	Before reconstruction
	14th 01:00
	43
	0
	−36

	After reconstruction
	14th 01:00
	84
	0
	5

	Tide Gauge Data
	14th 01:00
	79
	–
	–

	Taishan station
	Before reconstruction
	14th 03:00
	39
	−1
	−81

	After reconstruction
	14th 01:00
	118.5
	−3
	1.5

	Tide Gauge Data
	14th 04:00
	120
	–
	–

	Zhuhai station
	Pre-reconstruction
	14th 03:00
	29
	2
	−52

	After reconstruction
	14th 02:00
	89
	1
	8

	On-the-spot survey
	14th 00:00
	81
	–
	–







6.4 Summary
Sea surface height and sea surface wind field are commonly used oceanic parameters or key parameters for characterizing the ocean. This chapter introduces the basic principles and methods to realize the parameter measurements by using GNSS-R, and verifies the theoretical model through the actual collected data processing. Firstly, a detailed analysis of GNSS-R for sea surface wind field retrieval is carried out, providing the relationship between the sea surface wind field and the statistical features of the reflected signals, and detailing the algorithm and process for sea surface wind field retrieval, and the actual data processing results. Secondly, the geometric model and error analysis of sea surface height measurement are discussed, and different methods for solving sea surface height using code phase delay, carrier phase delay, and carrier frequency are elaborated with consideration of influencing factors and experimental verification. Finally, the application of shore-based GNSS-R data in typhoon observation, typhoon wind field reconstruction and storm surge simulation is explored (Fig. 6.40).[image: A series of six geographical maps showing sea surface height anomalies along the southeastern coast of China and Taiwan over time. Each map is labeled with a timestamp, ranging from 20130813T12 to 20130814T06. The maps use a color gradient from blue to red to indicate changes in sea surface height, with a scale at the bottom ranging from -1.0 to 1.0 cm. The maps include latitude and longitude markers, with key locations labeled in Chinese.]
Fig. 6.40Spatial distribution of storm surge from 12:00 on the 13th to 06:00 on the 14th
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Soil moisture, also known as soil water content, is an indicator used to characterize the status of water in soil. Soil moisture is an important component of soil and plays an important role in the formation, development, and transportation of matter and energy in the soil. It has a significant impact on the growth of plants and their distribution on the land surface. As shown in Fig. 7.1, soil moisture participates in the exchange of water between the ground and the atmosphere through evapotranspiration, serving as a vital link in the global water cycle and playing an important role in the process of water conversion and global climate change. Therefore, understanding soil moisture at different scales can have positive impacts on human production and life.[image: Illustration of the water cycle showing various stages. Clouds labeled "Condensation landing" release rainfall over mountains and land. Rainfall flows into lakes and permeates underground as runoff. Arrows indicate vaporization and rising of water vapor back into the atmosphere. Surface runoff is shown flowing into the sea. Text labels include "Alpine snow and glaciers," "Lakes," "Underground runoff," and "Sea."]
Fig. 7.1Schematic of the water cycle


Soil moisture (water content) is usually expressed in terms of gravimetric water content and volumetric water content.	(1)
Gravimetric water content

 





The ratio of the weight of water in soil to the weight of the corresponding dry soil is known as gravimetric water content, which is dimensionless and usually expressed in percentage or g/kg.mw%=MwMs×100%mwggKgKg=MwMs×1000ggKgKg
 (7.1)


where mw is the soil gravimetric water content, Mw is the weight of the water in the soil, and Ms is the weight of dry soil matter.	(2)
Volumetric water content

 





The ratio of the volume occupied by water in soil to the total volume of soil is called volumetric water content, again dimensionless and usually expressed as a percentage or m3/m3 (cm3/cm3).mv%=VwVs×100%mvm3m3m3m3=VwVs×1m3m3m3m3
 (7.2)


where mv is the volumetric water content, Vw is the volume of water in the soil, and Vs is the total volume of soil.
The gravimetric and volumetric water content of soil can be converted by the following equation:mvρw=mwρs
 (7.3)


where, ρw is the water density of the soil (unit: kg/m3), ρs is the bulk density of the soil (unit: kg/m3).
Soil moisture can be measured in a variety of ways, which can be generally categorized into in-situ and remote sensing measurements. Typical in-situ measurement methods include the oven-dry method, time-domain reflectometry, and frequency-domain reflectometry, etc. Among them, the oven-drying method is the only standard method that can directly measure soil moisture. The accuracy and reliability of in-situ measurement methods are generally good, but due to the significant spatiotemporal heterogeneity of soil moisture, it is very difficult to carry out long-term and large-scale observation by using in-situ measurement. Typical remote sensing measurement methods mainly include active radar [1] and passive radiometry [2, 3], which are considered to be effective solutions for long-term, large scale observation of soil moisture. However, they are more sensitive to atmospheric conditions, surface undulation and vegetation conditions, and their spatio-temporal performance and measurement accuracy need to be improved. Among the above methods, except for the oven-drying method, which can directly measure the gravimetric water content, the other methods indirectly measure the volumetric water content.
GNSS-R is characterized by not requiring a transmitter, having multiple signal sources, and being relatively less influenced by atmospheric conditions and surface features, etc. [4, 5].In addition to being used for ocean remote sensing, GNSS-R can also complement existing methods for soil moisture measurement and provide a new method for remote sensing of soil moisture.
7.1 Basic Principles of Soil Moisture retrieval
As can be known from Sect. 4.​2.​2, the polarization mode of GNSS signals changes after reflecting off the soil surface. According to the theory of electromagnetic wave decomposition, this reflected wave can be decomposed into a pair of right-handed and left-handed circularly polarized waves. The reflection coefficients of these polarized waves are given by Eqs. (4.​28) and (4.​29), both closely related to the soil dielectric constant and the electromagnetic wave incident angle. The incident angle is determined by the geometric relationship between the GNSS satellite, the GNSS-R receiver, and the reflection surface, whereas the soil dielectric constant is related to several factors including its moisture, temperature, salinity, composition, structure, and the frequency of the electromagnetic waves [6, 7]. According to the existing soil dielectric constant models, for a soil medium of known composition and structure, the soil dielectric constant is mainly dependent on soil moisture at the specified electromagnetic wave band. The following equation gives an empirical model of relating the soil dielectric constant to soil moisture at frequency of 1.4 GHz [8]:ε′=2.862-0.012S+0.001C+3.803+0.462S-0.341Cmv+119.006-0.500S+0.633Cmv2ε″=0.356-0.003S-0.008C+5.507+0.044S-0.002Cmv+17.753-0.313S+0.206Cmv2
 (7.4)


where ε′ and ε″ are the real and imaginary parts of the soil dielectric constant, S and C are the sand and clay content of the soil, respectively, and mv is the volumetric soil moisture.
Figure 7.2 shows the dielectric constant curves of soil with volumetric moisture ranging from 0.05 to 0.5 cm3/cm3 for two different soil compositions, illustrating that soil composition does impact the dielectric constant. For a given soil medium, changes in soil moisture will alter the dielectric properties of the soil, ultimately causing changes in the characteristics of the Reflected GNSS Signal.[image: Graph showing the relationship between soil moisture and soil relative dielectric constant. The x-axis represents soil moisture in cubic meters per cubic meter, ranging from 0.05 to 0.50. The y-axis represents the soil relative dielectric constant, ranging from 0 to 40. Two sets of lines are plotted: solid lines for soil with 51.51% sand and 13.43% clay, and dashed lines for soil with 30.63% sand and 13.48% clay. Each set includes a red line for the real part and a blue line for the imaginary part of the dielectric constant. The graph shows an upward trend in both real and imaginary parts as soil moisture increases.]
Fig. 7.2Hallikainen model curve


Figure 7.3 shows the changes of the modal value and phase angle of the reflection coefficients of an ideal sandy loam medium (51.51% sand, 13.43% clay, 35.05% loam) with a flat surface under different satellite altitude angles and soil humidity, and it can be seen that for the modal value of the reflection coefficients, the modulus of the reflection coefficient of ℜRR decreases with the increase of satellite altitude angle and soil humidity, and the phase angle ofℜRL increases with the increase of satellite altitude angle and soil humidity; For the reflection coefficient phase angle, the angles for both reflection coefficients change slightly with increasing satellite elevation angle and soil moisture, basically remaining within 10 degrees, but the phase angle of ℜRR has a cycle jump under certain satellite elevation angle and soil humidity conditions.[image: Four-panel heatmap figure showing variations in data across different satellite elevation angles. Each panel (a, b, c, d) displays a color gradient representing different values. The x-axis is labeled "satellite elevation angle" ranging from 0 to 90 degrees. The y-axis varies per panel, with different parameters indicated. Color bars on the right of each panel show the scale of values, with colors ranging from blue to red.]
Fig. 7.3Soil reflection coefficients at different satellite elevation angles and soil moisture levels


In fact, soil is a multi-component mixed medium with a rough interface with the air, and its interior is a complex porous system. After GNSS signals incident on the interface, part of the signals scatter towards the receiving antenna, and part transmit into the soil, scattering multiple times before returning to the air to be received by the antenna. Obviously, the actual phenomenon occurring at the soil-air interface is volume scattering rather than surface reflection, and “reflection coefficient” no longer strictly follows Eqs. (4.​28) and (4.​29). However, the concept of “reflection coefficient” can still be used in the case of a flat soil surface to describe the changes in signal characteristics of GNSS signals before and after reflecting off a relatively flat soil surface. From current research, the observed modulus of the reflection coefficient is smaller than the theoretical value due to the effect of soil roughness, while observed phase angle changes of the reflection coefficient are slightly larger than theoretical values due to signal transmission. Extracting features related to soil reflection coefficient from Reflected GNSS Signals and constructing a relationship model between soil moisture and these features using theoretical or empirical methods can achieve Land Soil Moisture Retrieval.

7.2 Dual Antenna Soil Moisture retrieval
Dual antenna soil moisture retrieval, similar to GNSS-R ocean remote sensing, involves receiving direct signals with an RHCP antenna and land surface reflected signals with an LHCP antenna. Co-processing these signals estimates the reflection coefficient to invert soil moisture. GNSS-R receivers can be installed on various platforms such as the ground, air, low-Earth orbit (LEO) satellites to measure soil moisture at different scales.
7.2.1 Extraction of Observables
As described in Chap. 4, the primary observables in GNSS reflection signal processing are their correlation power at different delays and Doppler shifts, namely the delay-Doppler Map (DDM). For GNSS-R waveform measurement applications (such as the retrieval of sea surface wind speed), in most cases, the correlation power of the specular reflection signal's Doppler and various delays, also known as the delay waveform, is considered. This is a typical observable in waveform measurement applications. Meanwhile, in GNSS-R power measurement applications (such as soil moisture retrieval), the correlation power of reflected signals within the specular reflection area is often considered. This is both a degenerate expression of the Delay-Doppler Map in the delay and Doppler dimensions and a degenerate expression of the delay waveform in the delay dimension, serving as a typical observable for power measurement applications. The relationship among these three observables is shown in Fig. 7.4.[image: Heatmap and line graph depicting data distribution. The heatmap on the left shows intensity variations with a color gradient from blue to yellow, indicating different data values across X and Y axes labeled as "Time/decade" and "X/decade," respectively. The line graph on the right plots a curve with a peak, labeled "Time/decade" on the X-axis and "Value" on the Y-axis, highlighting a specific data point. The heatmap and graph are connected by a red line, emphasizing a correlation between the two visualizations.]
Fig. 7.4Schematic of typical GNSS-R observables relationship


In addition, the reflected signals correlation power contains both coherent and incoherent components. For relatively flat terrestrial surfaces, the coherent component dominates. When neglecting the incoherent component, the correlation power of reflected signals is given byYrτ,f2=λ2PtGtGr16π2Rt,sp+Rr,sp2ℜ2χ2τ,f
 (7.5)


where Rt,sp and Rr,sp respectively represent the distances from the GNSS satellite and GNSS-R receiver to the specular reflection point.
To reduce the impact of direct signal power variations on the measurement of reflected signal power, the correlation power of direct signals is used to normalize the correlation power of reflected signals. In reality, both direct and reflected signals contain thermal noise. The normalized ratio after excluding thermal noise is expressed as follows  [9]:K=Yr,sp2-σr2Yd2-σd2
 (7.6)


where Yr,sp represents the reflected signal complex correlation value, Yd is the direct signal complex correlation value, σr2 is the noise power in the reflected signal complex correlation value, σd2 is the noise power in the direct signal complex correlation value, andYr,sp2=λ2PtGtrGrr16π2Rt,sp+Rr,sp2ℜ2+σr2+ΔrYd2=λ2PtGtdGrd16π2Rd2+σd2+Δd
 (7.7)


where Δd represents the random error in the correlation power of the direct signal and Δr is the random error in the correlation power of the reflected signal. For a specific satellite, the noise power in the direct-reflected signal correlation powers can be replaced either by the average correlation power outside one chip before the peak of the direct-reflected signal delay one-dimensional correlation power curve or by the average cross-correlation power with the PRN code sequence of other invisible satellites.
By substituting Eq. (7.7) into Eq. (7.6), we obtainK=GtrGtd·GrrGrd·Rd2Rt,sp+Rr,sp2·ℜ2
 (7.8)


where Grd represents the gain of the direct signal receiving antenna, Grr represents the gain of the reflected signal receiving antenna, and Rd is the distance between the GNSS satellite transmitting antenna and the direct signal receiving antenna of the GNSS-R device. Note that the effect of random errors is ignored here.

7.2.2 Estimation of Soil Reflection Coefficients
In ground-based observation, the distance between the direct antenna and the specular reflection point is relatively short, and the gains of the transmission antenna in the direction of the specular reflection point and the receiving antenna direction can be regarded as approximately the same, namelyGtrGtd≈1,RdRt,sp+Rr,sp≈1
 (7.9)



Then, the normalized correlation power of the reflected signal isK=GrrGrd·ℜ2
 (7.10)



Define the antenna gain correction factor asFg=GrdGrr
 (7.11)



The modulus of the reflection coefficient for a flat bare surface can be obtained asℜ=K·Fg
 (7.12)



When the soil surface is not smooth enough, with the increase of roughness, the coherent component in the reflected signal decreases and the incoherent component increases, leading to a certain attenuation in the received reflected signal strength. Define the roughness compensation factor as  [10]Fr=exp2kσssinθ
 (7.13)


where k=2π2πλλ is the wave number of the GNSS signal and σs is the root mean square height of surface undulations.
Thus, soil reflection coefficient for rough bare surface was estimated by the following equation:ℜ=K·Fg·Fr
 (7.14)



When the soil surface is covered with vegetation, the signal scattering situation become more complex, potentially involving single scattering signals from vegetation, single scattering signals from soil, double/multiple scattering signals from vegetation, and coupling double/multiple scattering signals from vegetation and soil. The primary effect can be equivalently considered as attenuation of the signal. In this case, Eq. (7.14) is further corrected as  [11]ℜ=K·Fg·Fr·Fv
 (7.15)


where, Fv is the vegetation attenuation compensation factor, which is obtained from the optical thickness of the vegetation γ and the satellite altitude angle θFv=exp2γsinθ
 (7.16)



It should be noted that an implicit premise of the above derivation is that the direct reflection signal processing channels of the GNSS-R device have the same gain. When the consistency of the GNSS-R receiving channels is poor, separate corrections are also needed.

7.2.3 Soil Moisture retrieval Tests
After obtaining the soil reflection coefficient, the soil moisture value is solved using theoretical or empirical models. Based on the soil dielectric constant model and the corrected reflection coefficient, the mathematical expression for the retrieval of soil moisture (here referring to volumetric moisture content) can be derived, as shown in Eq. (7.17).mv=-b+b2-4ac2a
 (7.17)


where,a=2.862-0.012S+0.001Cb=3.803+0.462S-0.341Cc=119.006-0.500S+0.633C-ε-1ℜRLθ
 (7.18)


where ε-1·θ is the inverse function of the relationship modeled between the reflection coefficient and the dielectric constant at a satellite elevation angle of θ and the effect of the imaginary part of the soil dielectric constant is neglected here.
Below, an analysis is conducted on the soil moisture retrieval experiments carried out by the authors' research group in 2014−2015.	1.
Experimental Scene Description

 





Three independent data collection experiments were carried out in November 2014, April and May 2015 at the experimental field of Daiyue District Meteorological Station, Tai'an City, Shandong Province, China (36.16°N, 117.15°E), which were recorded as Experiments 1, 2 and 3, respectively. During the experiments, the field surface was leveled, and the winter wheat was planted. A satellite view of the field is shown in Fig. 7.5.[image: Satellite image of a geographical area showing a mix of buildings, vegetation, and agricultural fields. A label in the center reads "Your Position," indicating a specific location. The image includes a variety of textures and colors representing different land uses.]
Fig. 7.5Satellite view of experimental site in Tai'an, Shandong


During the period, November 26–28, 2014, was the tillering stage of winter wheat, April 14–16, 2015 was the jointing stage, and May 19–21 was the filling stage. The growth conditions of winter wheat during these stages were shown in Fig. 7.6a−c, respectively. The water content and density information of winter wheat were collected during the last two stages, as shown in Table 7.1.[image: Three-panel image showing different growth stages of a crop. Panel (a) depicts the tillering stage with young plants emerging from the soil. Panel (b) shows the jointing stage with taller, denser green plants. Panel (c) illustrates the grouting period with mature plants and visible seed heads. Each stage is labeled accordingly.]
Fig. 7.6Growth conditions of winter wheat during the experimental period

Table 7.1Parameters of winter wheat collected during the experimental period

	Vegetation parameters
	Experiment 1
	Experiment 2
	Experiment 3

	Number of sample plants
	N/A
	20 plants
	20 plants

	Sample wet weight
	N/A
	90.97 g
	175.75 g

	Sample dry weight
	N/A
	16.61 g
	60.54 g

	Plant density
	N/A
	1078 plants/m2
	477 plants/m2




The setup of the data collection equipment during the experiments is shown in Fig. 7.7. The antenna was installed at a height of about 5 m, with the RHCP antenna's maximum gain direction pointing to the zenith and the LHCP antenna's maximum gain direction obliquely pointing to the ground, at an azimuth of about 116° and an elevation angle of about 45°.[image: A field with two tall poles equipped with various sensors and cables, likely for environmental monitoring. The foreground shows a grassy area with equipment cases and cables on the ground. A fence and trees are visible in the background under a cloudy sky.]
Fig. 7.7Installation of the signal collection equipment


At every whole hour during the GNSS direct and reflected signal collection process, a multi-point soil sample collection was conducted. Then, using the oven-drying weighing method, the soil weight moisture of each sample point was measured and averaged. Based on the predetermined bulk density of the soil, this was converted into the soil volumetric moisture content, serving as the true value of soil moisture at the time of soil sample collection. Figure 7.8 shows the soil sampling and oven-drying process during the measurement of soil moisture.[image: A split image showing two scenes. On the left, three people are working in a green field, possibly engaged in agricultural activities. On the right, an indoor laboratory setting with open equipment, including a refrigerator or incubator containing jars, and a cardboard box on the floor. The image contrasts outdoor fieldwork with indoor laboratory analysis.]
Fig. 7.8Soil sampling and oven-druing weighing

	2.
Results Analysis of Experiment 1

 





In Experiment 1, as winter wheat was in the tillering stage, the impact of wheat seedlings on the soil reflection signal could be neglected. Therefore, the obtained soil moisture served as the measurement result under bare soil conditions. Conversely, during Experiments 2 and 3, the impact of wheat plants could not be ignored and was considered as measurements under vegetation-covered conditions, requiring correction.
During the three experiments, the specular reflection point trajectories of visible stars and the corresponding spatial distribution of antenna gain were essentially the same. Figure 7.9 shows the results of a particular moment during Experiment 1. The pentagram marks the ground projection position of the antenna, with BeiDou PRN01, PRN04, and PRN08 satellites ‘reflected signals’ specular reflection points within the experimental area. PRN01 and PRN04 are GEO satellites, and PRN08 is an IGSO satellite.[image: Contour map showing concentric ovals with labeled contour lines ranging from 1 to 9. The map is overlaid with markers labeled "Antenna projection," "PRN1," "PRN4," and "PRN8." The x-axis is labeled "Eastward/m" and the y-axis "Northward/m." A color gradient on the right indicates values from 1 (blue) to 9 (red).]
Fig. 7.9Field reflection antenna gain distribution and specular reflection points of some visible stars


The soil moisture retrieval results and error analysis for Experiment 1 are given in Fig. 7.10. The x-axis from 0−1800 represents each minute from 8:00−18:00 during the experiment period (the results of the other two experiments are described in the same way), with precipitation occurring during some of the experiment periods. It can be observed that the precipitation process is quite evident in the inverted soil moisture results. Among the three observation satellites, the results from the two GEO satellites, PRN 01 and PRN 04, were more continuous than those from the IGSO satellite PRN08, due to the motion of the IGSO satellite causing continual changes in the observation area. The overall root mean square error of the three satellites’ measurement results was about 0.083cm3/cm3, with the average absolute errors being 0.033 cm3/cm3, 0.046 cm3/cm3, and 0.137 cm3/cm3, respectively.[image: Two X-Y charts display data over time. The left chart shows "Observed soil moisture content" against "Time (min)" with data points for "Drying out," "BDS PRN01," "BDS PRN04," and "BDS PRN05" using different symbols and colors. The right chart presents "Absolute error of observer antenna (cm)" against "Time (min)" for "BDS PRN01," "BDS PRN04," and "BDS PRN05." A legend identifies the symbols and colors for each dataset. Both charts indicate trends and variations in the data over time.]
Fig. 7.10Soil moisture measurement results and absolute error during experiment 1


Further linear correlation analysis between GEO satellite observations and in situ measurements is further carried out, as shown in Fig. 7.11. The correlation coefficients between the observation results of PRN01 and PRN04 and the actual measurement results were 0.88 and 0.68, respectively, with measurement root mean square errors of 0.040 and 0.055 cm3/cm3. Evidently, the observation results of PRN01 were slightly better than those of PRN04, due to PRN01 having a higher elevation angle, stronger reflected signal, and smaller retrieval error. After averaging the observation results of the two GEO satellites, the correlation coefficient with the in-situ measurement results was 0.90, with a root mean square error of 0.030 cm3/cm3, clearly showing that averaging improved the soil moisture retrieval performance.[image: Three X-Y charts comparing "Drying-out (cm³/cm³)" on the x-axis with "BDS PRN01", "BDS PRN04", and "BDS GEO" on the y-axes. Each chart includes a linear trend line and scattered data points. The first chart shows R = 0.88 and RMSE = 0.040 cm³/cm³, the second R = 0.68 and RMSE = 0.055 cm³/cm³, and the third R = 0.90 and RMSE = 0.030 cm³/cm³.]
Fig. 7.11Correlation analysis of BDS GEO satellite measurement results

	3.
Analysis of the results of tests 2 to 3

 





Since Experiments 2 and 3 were conducted after the jointing stage of winter wheat, the influence of wheat plants must be considered. At this point, it is first necessary to calculate the optical thickness of the winter wheat vegetation, as shown in Eq. (7.19).γ=b·PWC
 (7.19)


where, b is the empirical coefficient, with the usual range of values for wheat crops being 0.12 ± 0.03, and the middle value of 0.12 is taken in this paper, and PWC is the vegetation water content per unit of land area, which is calculated by Eq. (7.20):PWC=mwet-mdryNsampleNtotal
 (7.20)


where, Nsample is the number of sample plants, mwet is the total wet weight of sample plants, mdry is the total dry weight of sample plants and Ntotal is the plant density. According to the vegetation parameters given in Table 7.1, the water content of vegetation per unit land area during Experiment 2 and 3 were 4.008 kg/m2 and 2.748 kg/m2, respectively.
The soil moisture observations results for Experiments 2 and 3 are given in Figs. 7.12 and 7.13, respectively. Note that due to the influence of vegetation, the observation data from the PRN08 satellite is almost unavailable, and the focus here is on analyzing the measurement results from the two GEO satellites, PRN01 and PRN04.[image: Scatter plot with two panels comparing different measurement methods over time. The left panel shows "GNSS R relative error vs. time (sec)" with data points for "Drive-out," "EDS PRN01," "EDS PRN04," and "EDS PRN05" using different symbols and colors. The right panel displays "Absolute error of GNSS-R measurement" with similar data series. The x-axis represents time in seconds, and the y-axes represent error values. The legend differentiates the data series.]
Fig. 7.12Soil moisture measurement results and absolute error during experiment 2

[image: Two-panel X-Y chart comparing soil moisture observations and errors over time. The left panel shows GNSS-R observed soil moisture in cm³/cm³ against time in minutes, with data points for "Drying-out," "BDS PRN01," and "BDS PRN04." The right panel displays the absolute error of observations in cm³/cm³ over the same time period, with data for "BDS PRN01" and "BDS PRN04." The legend differentiates the datasets using different symbols and colors.]
Fig. 7.13Soil moisture measurement results and absolute error during experiment 3


The measurement results of Experiments 2 and 3 showed more fluctuations compared to Experiment 1, with relatively larger absolute errors. In Experiment 2, the absolute average errors of the measurement results from PRN01 and PRN04 were 0.073 cm3/cm3 and 0.054 cm3/cm3, respectively, while in Experiment 3, the average absolute errors were 0.056 cm3/cm3 and 0.155 cm3/cm3, respectively. Table 7.2 shows the average deviations and standard deviations of PRN01, PRN04, and their average values; the average deviation of observation results in Experiment 2 was smaller, especially evident for PRN04.Table 7.2Statistics analysis of soil moisture measurements errors for Experiments 2 and 3

	Observations
	Test 2
	Test 3

	Mean deviation (cm3/cm)3
	Standard deviation (cm³/cm³)(cm3/cm)3
	Mean deviation (cm3/cm)3
	Standard deviation (cm3/cm)3

	PRN 01
	−0.003
	0.095
	0.013
	0.069

	PRN 04
	0.010
	0.071
	0.144
	0.112

	Average of PRN01 and PRN04
	≈0
	0.070
	0.050
	0.078



Table 7.3HD8030 chip main technical parameters

	Parameter name
	Parameter value

	Navigation system
	GPS, BDS

	Frequency
	L1, B1

	RF front-end quantization bits
	3 bit

	Capture sensitivity
	−148 dBm

	Tracking sensitivity
	−165 dBm

	Operating voltage
	2.5~3.6V

	Operating current
	25 mA

	Main frequency
	100  MHz

	On-chip SQI FLASH (for firmware storage)
	51 2KB

	On-chip SRAM
	256 KB

	On-chip real-time clock (RTC)
	32,768 Hz

	Interfaces/peripherals
	USB × 1,UART × 2,SPI × 3,I2C × 1,PWM × 2, SDRAM × 1,TFTC × 1,GPIO × 56

	Package
	BGA100

	Sizes
	7.0 mm × 7.0 mm






7.3 Single Antenna Soil Moisture retrieval
Single-antenna soil moisture retrieval is to the dual-antenna approach. Its basic principle is similar to the interferometry method for sea level measurement discussed in Sect. 6.​2.​5, which also involves a single antenna receiving a direct-inverse signal simultaneously and extracts the characteristic quantity resulting from the interference of the two signals. A mapping relationship between soil moisture and the characteristic quantity is established, thereby applying it to soil moisture retrieval. This chapter distinguishes between single antenna and dual antenna methods from the system perspective. In the previous chapter, the distinction between the collaborative method (corresponding to the dual-antenna method here)and the interferometry method (corresponding to the single antenna here) was made from the signal processing perspective.
Generally, remote sensing applications of navigation satellite reflectance signals are abbreviated as GNSS-R. Correspondingly, single-antenna interferometry applications are abbreviated as GNSS-IR (Interferometric Reflectometry) or GNSS-MR (Multipath Reflectometry). Since the prerequisite for interference is that the direct and reflected signals have the same frequency, such applications are only suitable for ground-based observation scenarios where the receiving antenna is installed at a low height. Additionally, utilizing existing Global Continuous Operating Reference Stations can also achieve soil moisture measurement and information services for the site's region.
7.3.1 Extraction of Observables
Consider the ground-based GNSS-IR soil moisture observation scenario shown in Fig. 7.14, where the vertical height from the RHCP antenna phase center to the ground is H, and the GNSS satellite elevation angle is θ.[image: Diagram illustrating signal reflection from a satellite. A satellite in the upper right emits a direct signal, shown as a blue wave, towards a receiver on a pole. The signal reflects off the ground, depicted as a red wave, and returns to the receiver. The angles of incidence and reflection are marked as θ. The height of the pole is labeled as H. The diagram emphasizes the path and reflection of signals between the satellite and the ground.]
Fig. 7.14Schematic of GNSS-IR observation scenario


Ignoring the effect of antenna cross-polarization gain, the signal received by the RHCP antenna can be expressed asst=sdt+srt+nt
 (7.21)


where sd is the direct signal, sr is the reflected signal, and n is the system noise.
In ground-based observation applications, the antenna phase center height is generally low, allowing for the following approximations [15]: (1) the GNSS direct signal arriving at the RHCP antenna has the same power density as the direct signal arriving at the specular reflection point;(2) the GNSS direct signal and the reflected signal reaching the RHCP antenna have the same carrier frequency. Assuming that the reflecting surface is horizontal, the GNSS direct and reflected signals are represented assdt=AdtDtCte-j2πf0t+φ0srt=ArtDt-τCt-τe-j2πf0t+φ0-φRR
 (7.22)


where Ad is the amplitude of the direct signal, Ar is the amplitude of the reflected signal, D· is navigation message data bits, C· is the pseudo-random noise code sequence, f0 is the carrier frequency, φ0 is the carrier initial phase, and φRR is the phase angle of the signal reflection coefficient ℜRR.
The amplitude of the GNSS direct and reflected signals is [12]Adt=ζtλ2G+θt4πArt=ζtλ2G-θt4πℜRRt
 (7.23)


where, ζ is the power density of the GNSS signal at the antenna and reflection point, λ is the signal wavelength, G is the RHCP gain distribution, · represents the modulus operator, and “+”and “−” represent the forward and backward incidences by the antenna. The signal-to-noise ratio data series of the GNSS interferometric signal is given by  [13]SNRi=SNRdi+SNRri+2SNRdiSNRricos2kHsinθi+φRRi
 (7.24)


SNRdi=λ2ψi4πσ2G+θiSNRri=λ2ψi4πσ2G-θi·ℜRRi2
 (7.25)


where, σ2 is the noise power; k=2π2πλλ is the GNSS signal wave number.
The GNSS interferometric Signal-to-Noise Ratio(SNR) contains two types of components, the trend term and the oscillatory term, where the former contains the sum of the direct reflection signals SNRs, and the latter represents the cross-term of SNRs of the direct and reflected signals. Changes in soil moisture affect the characteristics of the reflected signal, thus both the trend and oscillatory components of the interferometric SNR are related to soil moisture. However, in practice, the direct signal received by the antenna is much stronger than the reflected signal, so the oscillatory term is more sensitive to soil moisture than the trend term, and usually only the oscillatory component is used to invert the soil moisture.
The oscillatory component, mainly dominated by the relatively weaker reflected signal, has a cosine-like waveform. When the soil surface is rough, the cosine-like oscillatory component produces irregular distortions, and a constant amplitude standard cosine function cannot describe the additional information brought by corresponding distortions. Reference[14] introduced a waveform reconstruction method based on an adaptive filtering algorithm. This method first fits the SNR data with a low-order polynomial to obtain the trend component (denoted as P0), and the SNR data after removing the trend component isSNRci=P1i+P2icos2πfisinθi+φ0i
 (7.26)


where P1 is the fitting error of the trend component, P2 is the time-varying oscillation amplitude; f is the time-varying oscillation frequency; and φ0 is the initial phase.

7.3.2 Estimation of Soil Reflection Coefficients
To obtain the ratio of the direct to the reflected signal power of the soil surface, i.e., the soil reflection coefficient, further processing of the SNR data with the trend component removed is required. Equation (7.26) is rewritten in the form of vector multiplication as follows:SNRci=P1iP2icosφ0P2isinφ01cos2πfisinθi-sin2πfisinθi
 (7.27)


where the row vector contains the unknown parameters to be estimatedP1, the P2 andφ0; the column vectors contain the quantities estimated in the previous section. Using SNRf as the filter output and c0, c1 and c2 as the filter coefficients, a filter of the following form is constructed, i.e.SNRfi=c0c1c21cos2πfisinθi-sin2πfnsinθi
 (7.28)



The coefficients are adjusted to minimize the root-mean-square error between the filter output SNRf and the input SNRc, and the corresponding coefficients c0, c1 and c2 are the valuations of P1, P2icosφ0 and P2isinφ0. Figure 7.15 shows the working principle of the constructed filter.[image: Flow chart illustrating a signal processing system. Inputs include constants \(c_0\), \(c_1\), and \(c_2\), and trigonometric functions \(\cos(2\pi f(n)\sin(\theta(n)))\) and \(-\sin(2\pi f(n)\sin(\theta(n)))\). These inputs are multiplied and summed to calculate \(SNR_f(\theta(n))\). This value is compared with \(SNR_c(\theta(n))\) to produce an error signal. A feedback loop labeled "self-adaption adjustment" connects back to the inputs, indicating a self-correcting mechanism.]
Fig. 7.15Schematic diagram of the adaptive filter's working principle


Based on the trend term P0 and the filter coefficients c0, c1 and c2, the following set of equations is constructed:Sdi+Sri=P0i+c0i2Sdi·Sri=c12i+c22i
 (7.29)


The solution isSri=P0i+c0i-P0i+c0i2-c12i+c22i2Sdi=P0i+c0i+P0i+c0i2-c12i+c22i2
 (7.30)



Thus, the modulus of the soil reflection coefficient is thenℜi=Sri/Sdi
 (7.31)



Once the soil reflectance coefficient is obtained, the soil moisture can be obtained using the same theoretical model as in the previous Sect. 7.2.3 Dual antenna method, and can also be inverted by constructing an empirical model between soil reflectance coefficient and soil moisture.

7.3.3 Soil Moisture retrieval Experiment
	1.
Experimental Scene Description

 





The single antenna ground-based soil moisture retrieval experiment was conducted from September 10th to November 9th, 2018, lasting two months, at the experimental field of the National Vegetable Engineering Technology Center in Tongzhou District, Beijing. The experimental area was about 200 m long east to west and about 50 m wide north to south, with its satellite map shown in Fig. 7.16.[image: Circuit diagram showing a grid-like structure with various rectangular sections. The horizontal axis is labeled "Length of W-Loss" and the vertical axis is labeled "Length of S/N/m." The diagram includes intersecting lines and a highlighted point in the center. The layout suggests a schematic representation of electrical components or pathways.]
Fig. 7.16Satellite view of the experimental area


The experimental equipment is a Huace N72 reference station type receiver, with the antenna model Antcom G5Ant-52AT1. A small weather station is also equipped to real-time collect the average soil moisture at 0~6 cm depth as comparative data. The equipment installation is shown in Fig. 7.17.[image: A field with various scientific instruments labeled. A soil moisture sensor is positioned in the foreground, with an inset image showing a close-up of the sensor. A weather station is visible in the center, equipped with a solar panel and other equipment. A GNSS receiver is nearby, with a GNSS antenna shown in an inset image. The scene includes a green arrow on the ground pointing towards the horizon, with text in a non-English script. The sky is clear, and the background features trees and structures.]
Fig. 7.17Experimental equipment installation


The plot underwent plowing on September 19, 2018, which made the soil surface very rough and remained this condition until the end of the experiment. For this purpose, a 20 m long rope was stretched horizontally across the plot, points were evenly marked on the rope, and the vertical distance from the soil surface to the rope was measured, as shown in Fig. 7.18. A total of 109 sample points were collected, with an average height of this horizontal rope from the soil surface being 9.2 cm, the root mean square height being 5.1 cm, and the maximum soil surface height being 32.8 cm.[image: A close-up photograph of a freshly tilled field with dark, rich soil. In the background, there is a line of green plants or crops, and a clear sky above. The image highlights the contrast between the dark soil and the greenery, suggesting agricultural activity or preparation for planting.]
Fig. 7.18Soil surface roughness measurement scene

	2.
Experimental Results Analysis

 





During the two months of the experiment, interferometric signals from GPS and BDS navigation constellations were collected, with the minimum elevation angle of satellites set to 10°to ensure that the first Fresnel reflection zone was within the experimental area. Figure 7.19 shows the changes in the receiver's signal-to-noise ratio (SNR) before and after plowing as a function of elevation angle, with larger elevation angles leading to more apparent distortions in the oscillation waveform.[image: Graph showing the carrier-to-noise ratio in dB-Hz versus satellite elevation angle in degrees. Two lines are plotted: one in black representing data before roughness change, and one in teal for data after roughness change. The x-axis ranges from 10 to 30 degrees, and the y-axis ranges from 28 to 42 dB-Hz. The graph illustrates variations in signal quality with changes in surface roughness.]
Fig. 7.19Changes in SNR before and after changes in roughness (Note GPS PRN32 satellite)


The SNR data was processed according to the extraction method described in Sect. 7.3.1 to obtain the SNR results after trend component removal, as shown in Fig. 7.20.[image: A line chart depicting the carrier-to-noise ratio (C/N0) in dB-Hz against satellite elevation angle in degrees. The chart includes three data series: "Detrended form SNR data" in gray, "Existing fitting method" in blue, and "Adaptive interference signal processing algorithm" in red. The x-axis ranges from 10 to 30 degrees, and the y-axis ranges from -3400 to 5000. A green dashed line marks the start of the x-axis at 10 degrees. The chart illustrates variations in C/N0 with noticeable oscillations and trends across the different methods.]
Fig. 7.20SNR data tracking results (Note GPS PRN32 satellite)


The adaptive filtering method was then used to solve the direct and reflected signal power, as shown in Fig. 7.21, and subsequently, the modulus of the soil reflection coefficient was obtained according to Eq. (7.29).[image: Graph showing direct and reflected signal strengths versus satellite elevation angle. The x-axis represents the satellite elevation angle in degrees, ranging from 10 to 30. The left y-axis shows direct signal strength in W·Hz, ranging from 2000 to 9000, while the right y-axis shows reflected signal strength in W·Hz, ranging from 0 to 400. The blue line represents direct signal strength, and the red line represents reflected signal strength. Green dashed lines indicate specific elevation angles.]
Fig. 7.21Direct and reflected signal SNR reconstruction results (Note GPS PRN32 satellite)


Through data analysis, a second-order empirical model relating soil moisture to the soil reflection coefficient was established:y=-44.06x2+14.16x-0.79
 (7.32)


where y is soil moisture and x is the reflection coefficient.
Using this model to invert soil moisture, the root mean square error of the retrieval results was 0.023 cm3/cm3, with an average error of 0.085 cm3/cm3, and the correlation coefficient between the retrieval results and the in-situ measurements was 0.70.


7.4 Example of a Soil Moisture Monitoring System
The dual-antenna soil moisture monitoring system is not fundamentally different from the ocean remote sensing system. The front-end data collection part can be said to be exactly the same, with only slight differences in the backend algorithms. This chapter introduces an example of a single antenna soil moisture monitoring system, including the corresponding hardware design, software design, and field test results, etc.
7.4.1 Overall Design
The process of measuring soil moisture by single antenna method is roughly divided into two stages: the first stage involves extracting the interference features sensitive to soil moisture from the Signal-to-Noise Ratio (SNR) data, such as oscillating waveform amplitude, frequency, initial phase, etc. The second stage involves utilizing the interference features to invert the soil moisture. The main features of the first stage are the larger data volume, high computational intensity, and a relatively fixed processing flow, which can be carried out in an embedded microprocessor, paired with a low-cost, customizable, and integrable GNSS module as the interference data collection frontend, achieving an “on-the-go” online working mode. The main features of the second stage are relatively high computational intensity, and relatively fixed processing flow, which can be carried out in an embedded microprocessor. The second stage is characterized by relatively lower computational intensity and higher flexibility, which can be conducted on a user-friendly, high-performance general-purpose computer, using either an offline or online processing method. This way, a highly flexible and scalable GNSS interference signal processing system can be formed, whose overall design schematic is shown in Fig. 7.22.[image: Diagram illustrating a GNSS (Global Navigation Satellite System) setup. The image shows a GNSS antenna receiving signals from satellites. Direct and reflected signals are depicted with green arrows. The setup includes a solar panel, distribution box, communication antenna, host, and sensor mounted on a tripod. The measurement area is highlighted, and the system is connected to a server and computer, representing the back-end and front-end. The soil is labeled at the bottom.]
Fig. 7.22Schematic of the overall design of the GNSS interference signal processing system


The entire system is divided into front-end and back-end parts. The front-end includes the hardware and software required for the first stage of work, also referred to as the GNSS interference signal processing terminal, with the overall design goal of forming a low-cost device capable of online extraction of interference characteristics while simultaneously collecting comparative data. This device can independently carry out observations in outdoor environments such as fields without human supervision, remotely transmit observation data wirelessly, and possess certain networking capabilities. The back-end includes the hardware and software required for the second stage of work, with the overall design goal of managing and monitoring multiple terminals, storing, visualizing, processing, and inverting soil moisture from terminal-transmitted data.

7.4.2 Terminal Hardware Design
The terminal hardware includes the host system, the power supply system, and the equipment mount, and this book only focuses on the host system. Figure 7.23 gives a block diagram of the host system design, including the GNSS module, core board, sensor module, wireless communication module, and power supply module.[image: Diagram of a system architecture flowchart. The flowchart includes a GNSS antenna connected to a GNSS model, which feeds into a core board. The core board connects to a communications model linked to a communications antenna. A power model is also connected to the core board. Below, multiple Analog-to-Digital Converter (ADC) modules connect to the core board, with inputs from several sensors labeled "Sensor 1." The entire setup is enclosed within a dashed line labeled "Computer."]
Fig. 7.23Block diagram of host system components

	1.
GNSS module

 





The GNSS module functions to receive and process navigation satellite signals and output the observables required for interferometric measurements. The chosen module is the highly integrated RF baseband navigation chip HD8030 from Shenzhen Huada Beidou Technology Co., Ltd. This chip integrates an ARM-Cortex M3 processor, supports secondary development, and can obtain navigation data in real-time through the chip's Software Development Toolkit (SDK), achieving navigation positioning and interference signal processing, with the results output through a serial port. Table 7.1 provides the main technical parameters of this chip.	2.
Core boards

 





The core board is the computation and control center, with functions including: (1) receiving and parsing the observational data output by the GNSS module, extracting interferometric measurements such as SNR, satellite elevation angles, azimuth, etc., and then performing interferometric processing on the qualifying observables; (2) collecting comparative data from environmental sensors at fixed time intervals, such as soil temperature and moisture, air temperature and humidity, etc.; (3) integrating, packaging interferometric measurement results with comparative data, and then transmitting to the wireless communication module for remote data transmission. An embedded microcontroller board equipped with an ARM-Cortex M4 core STM32F407ZGT6 is selected, which offers rich peripheral resources, strong expandability, numerous interfaces, and low cost.	3.
Sensor modules

 





The sensor module collects environmental data, including soil temperature and moisture sensors and air temperature and humidity sensors, providing comparative and auxiliary data for establishing and validating the single antenna soil moisture retrieval model. Sensors come in digital and analog output types, the former directly outputs binary digital values representing measurements, while the latter outputs voltage or current signals proportional to the measurements, requiring an additional Analog-to-Digital Converter (ADC) to obtain digital measurements, allowing for higher resolution and flexibility with the appropriate choice of A/D converter bits.	4.
Wireless communication module

 





The wireless communication module is responsible for receiving the data from the core board and transmitting it to the remote host at the specified Internet Protocol (IP) address through the wireless communication network. An industrial-grade 4G universal data transmission module is used for wireless communication, integrating a TCP/IP protocol stack, supporting bidirectional conversion between serial data and TCP/IP data, allowing terminal devices to be permanently online, with flexible parameter configuration and storage.

7.4.3 Terminal Software Design
The software in the GNSS interference signal processing terminal is implemented as multitasking in parallel based on a Real-Time Operating System (RTOS), with its processing flow shown in Fig. 7.24.[image: Flow chart illustrating a data processing sequence. It begins with "Memory Data Segment" leading to "Data Buffer" and "Shared Data." Navigation data enters an "Interrupt Service Routine," followed by synchronization. This connects to the "Real-Time Acquisition of Low-Elevation Satellites," which synchronizes with the "Interference Signal Processing." The process concludes with "Interference characteristic quantity." Arrows indicate data flow and synchronization points.]
Fig. 7.24GNSS interference signal processing flow


In Fig. 7.24, the “Interrupt Service Routine” mainly responds to interrupt requests from the GNSS module to complete navigation data reception and verification and stores the data in a “temporary data area” in memory. The GNSS module updates data at a frequency of 1 Hz, generating an interrupt every second; the “Real-Time Acquisition of Low-Elevation Satellites” retrieves the current navigation data from the “temporary data area” and extracts satellite elevation angles, SNR, etc., from it, then filters and stores data with low satellite elevation angles (ranging from 5º to 30º) into a “shared data area”; the “Interference Signal Processing” retrieves data for a satellite once its low elevation angle data is collected and executes interference signal processing algorithms to extract interference features for output. The coordination among modules relies on the RTOS's task scheduling mechanism, interrupt management, synchronization mechanisms, etc.
In the operating system, each task has two states: “running” and “not running.” When a task is in the “running” state, the processor executes that task's code; if in the “not running” state, the task temporarily sleeps, preserving its state. The task scheduling mechanism determines which state a task is in, implemented by the task scheduling algorithm. RTOS typically uses a preemptive priority scheduling algorithm to ensure system response speed. All tasks are assigned priorities, and a task in the “running” state can be interrupted at any time by a higher priority task. In this system, the “Low Satellite Elevation Angle Data Real-time Capture Task” has a higher priority than the “Interference Signal Processing Task” to ensure new navigation data reception, filtering, and storage are not lost. Both are event-driven tasks, with the former always waiting for synchronization events generated by the interrupt service routine to notify it to retrieve the latest navigation data from the temporary data area.
The GNSS interference signal processing time allocation diagram is shown in Fig. 7.25.[image: Flow chart illustrating a CPU scheduling process with tasks represented by colored blocks. The tasks include "Interrupt Service Program" in red, "Real-time acquisition of low-elevation satellites" in green, "Interferometric signal processing" in blue, and "idle task" in gray. The timeline at the bottom shows CPU times labeled from 0 to \( n_2 + 3 \). Arrows indicate synchronization points between tasks.]
Fig. 7.25GNSS interference signal processing time allocation diagram


In Fig. 7.25, tasks’ priority increases from bottom to top, with the “Interrupt Service Routine” triggered by hardware interrupts, hence its default priority is higher than other tasks. Different lengths of horizontal lines indicate computation time. Assuming the “Interrupt Service Routine” and “Low Satellite Elevation Angle Data Real-time Capture Task” take milliseconds, then the “Interference Signal Processing Task” takes seconds.
The “Low Satellite Elevation Angle Data Real-time Capture Task” closely follows the “Interrupt Service Routine,” forming a “deferred interrupt handling” mechanism. To quickly respond to external events, real-time systems require interrupt service routines to be as short as possible, such as only completing interrupt source identification, data verification, hardware flag bit resetting, etc., with the remainder of the work handled by system tasks.

7.4.4 Experimental Results
The GNSS interference signal processing terminal was deployed at the Beijing Academy of Agriculture and Forestry Sciences, National Engineering Research Center for Vegetables (116.68972° E, 39.69767° N) on October 10, 2021, as shown in Fig. 7.26. At that time, the site was temporarily in a fallow state, with flat bare soil, and the antenna installation height was approximately 2.1 m.[image: A weather station is set up in an agricultural field, featuring a tall pole with sensors and equipment boxes at its base. The field is partially covered with green plants, and the sky is partly cloudy, suggesting a typical rural landscape. In the background, there are trees and a few buildings. The scene captures a blend of technology and nature, indicating agricultural research or monitoring.]
Fig. 7.26Deployment of the GNSS interference signal processing terminal


Terminal data was transmitted in real-time to the server for storage, and users could remotely access the terminal data in a visual manner, as shown in Fig. 7.27, which is one of the server interfaces.[image: A bar chart displaying data for "Adult Mortality Rate" across different settlements. The x-axis represents various settlements, while the y-axis indicates the mortality rate. Each bar corresponds to a specific settlement, showing a comparison of mortality rates. The chart is part of a larger dashboard interface with navigation options on the left.]
Fig. 7.27Server-side data visualization


Using the measurement values from contact soil moisture sensors as benchmark comparison data, the server extracts GNSS interference signal features, randomly divides them into two groups for training the retrieval model and testing. Figure 7.28 shows the soil moisture retrieval results based on the empirical model, with the data overall performing well throughout the experimental period.[image: Line chart showing soil moisture over time, with two data series labeled "True" and "Measured." The x-axis represents time, with dates ranging from 2015-10-18 to 2016-01-08. The y-axis represents soil moisture in cubic meters per cubic meter. The chart includes a correlation coefficient (R) of 0.784 and a root mean square error (RMSE) of 0.038 cubic meters per cubic meter.]
Fig. 7.28Soil moisture retrieval results based on the empirical model


Table 7.4 summarizes the statistical average results of multiple random groupings, training, and retrieval, including average Root Mean Square Error (RMSE¯), average Maximum Absolute Error (MAE¯), and average correlation coefficient (R¯).Table 7.4Statistics of soil retrieval results based on empirical model

	RMSE¯ (cm3/cm)3
	MAE¯ (cm3/cm)3
	R¯

	0.039
	0.118
	0.785




The time for the terminal to process the interferometric signals and extract the interferometric eigenquantities on-line will fundamentally determine the optimum time for soil moisture measurements, and here two indicators, “measurement delay” and “measurement interval”, are used to measure the time for the terminal to process the signals on-line. “Measurement delay” pertains to an individual satellite, that is, the time required from the receiving the first set of low-satellite elevation angle data for that satellite to the terminal outputting the observation results of the interference features for that satellite. It consists of two parts: one part is the time for the accumulation of low satellite elevation angle data, which is dependent on the design of the orbit of the navigation satellite and the location of the terminal, It consists of two parts. One part is the time for the accumulation of low satellite altitude angle data, which is dependent on the design of the orbit of the navigation satellite and the location of the terminal, but is independent of the terminal's design. This part represents the shortest delay achievable under ideal conditions. The other part is the terminal data processing time of low satellite elevation angle data, dependent on the navigation satellite's orbital design and the terminal's location, unrelated to the terminal design, representing the shortest delay achievable under ideal conditions; the other part is the terminal data processing time, dependent on the terminal's hardware and software design. “Measurement interval” is the time difference between the terminal outputting observation results for two consecutive satellites, also consisting of two parts: one part is the time difference between two consecutive satellites appearing, dependent on the navigation satellite's orbital design and the terminal's location, unrelated to the terminal design, representing the shortest interval achievable under ideal conditions; the other part is the difference in time taken by the terminal to process data for the two satellites, dependent not only on the terminal design but also on the data volume of the two satellites.
Since the visible duration of the same satellite at different positions on the Earth's surface is different, and the time difference between two satellites appearing one after another is also different, both of the above indicators are non-uniform maximum, minimum and average values are used here. for statistical analysis, with results shown in Table 7.5. Under ideal conditions, the average measurement delay is around 80 min and the average measurement interval is around 20 min; the average measurement delay achieved by the terminal is around 102 min and the average measurement interval is around 30 min.Table 7.5Analysis results of terminal online processing timeliness (satellite elevation angle 5° to 30°)

	 	Minimum (minutes)
	Maximum (minutes)
	Average (minutes)

	Measurement delay (ideal)
	23.17
	146.00
	77.78

	Measurement delay (actual)
	39.02
	177.69
	102.87

	Measurement interval (ideal)
	0
	101.75
	19.66

	Measurement interval (actual)
	0
	203.29
	30.08






7.5 Summary
This chapter introduced the content related to terrestrial soil moisture detection based on Reflected GNSS Signals, covering the basic principles, typical methods, and an example of a soil moisture observation system. The typical detection methods introduced mainly include single antenna detection and dual antenna detection, both of which involve extracting features from the observation sequence that are sensitive to soil moisture and using the relationship model between the feature observables and soil moisture to invert soil moisture. The required feature observables mainly include observables related to the amplitude of the reflected signal and observables related to the phase of the reflected signal, with retrieval models including theoretical and empirical models. Results from ground-based experiments indicate that both methods possess the capability for quantitative retrieval of soil moisture. The example of a single antenna soil moisture observation system provided insights into the system architecture, functional implementation, and field testing situation, offering some reference value for the application of GNSS-R in soil moisture retrieval.

[image: Logo: Creative Commons license CC BY-NC-ND]Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License (http://​creativecommons.​org/​licenses/​by-nc-nd/​4.​0/​), which permits any noncommercial use, sharing, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if you modified the licensed material. You do not have permission under this license to share adapted material derived from this chapter or parts of it.
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Global Navigation Satellite System-Reflectometry Synthetic Aperture Radar (GNSS-R SAR) is an integrated space-air-ground bi/multi-static SAR system comprising navigation satellites and low-orbit satellites or airborne/ground-based receivers, which can make full use of the existing navigation satellite resources, and has the advantages of a large number of satellites, flexible and diversified geometrical configurations, strong concealment, short revisit cycle, long observation time, etc. It is one of the important directions for the future development of air-ground and space-ground SAR radar networks. This chapter focuses on the geometric configuration, signal model, spatial resolution and imaging algorithms of the GNSS-R imaging system, and on this basis, the results of simulation and experimental verification are analyzed.
8.1 System Configuration and Signal Modeling
8.1.1 System Configuration
Synthetic Aperture Radar (SAR) can achieve high-resolution microwave imaging, with various features such as all-time, all-weather capabilities, and wide swath among other characteristics. A bi-static SAR refers to a system where the transmitter and receiver are placed on two different platforms, transmitter and receiver antennas’ phase centers are in different spatial positions for the same pulse.
Bi-static SAR can be categorized into several different modes based on the different modes of motion of the transmitting and receiving platforms. Prof. Ender of the German Aerospace Center (DLR) has proposed a classical classification method which classifies the different modes of bi-static SAR into a hierarchy [1]. As the classification level increases, the geometric complexity of the bi-static SAR system increases, making imaging more challenging, but the system's flexibility improves and its applicability becomes more extensive. Table 8.1 shows the classification of bi-static SAR systems.Table 8.1Classification of Bi-static SAR systems

	Hierarchy
	Paradigm
	Define

	1
	Tandem
	the transmitter and receiver are placed on two different platforms moving along the same track at equal speeds in a straight line

	2
	Translational invariant
	the transmitter and receiver are placed on two different platforms moving along two parallel tracks at equal speeds in a uniform linear motion

	3
	Constant velocity
	the transmitter and receiver move with constant velocities, but their tracks are not parallel and/or their speeds are not equal

	4
	Arbitrary motion
	the transmitter and receiver are placed on two different platforms each moving along an arbitrary path (e.g., non-linear or accelerated motion)




GNSS-R SAR is a typical passive bi/multi-static SAR system in which the transmitter is a navigation satellite and the receiver is located at a fixed position on a low-orbiting satellite, an airborne platform or on the surface. It can be seen from the topological relationship that the direct beam coverage of navigation satellites on the ground is very large, while the echo beam coverage of the receiver is relatively small when close to the observation area, meaning the geometrical configuration of the system is highly asymmetric. Typically, a GNSS-R SAR system consists of a direct signal channel and an echo signal channel. The direct signal channel receives the direct signals from navigation satellites through an RHCP omnidirectional antenna and obtains accurate carrier phase, code phase and positioning results, providing precise reference information for signal synchronization in the echo channel. The echo channel usually adopts a high-gain circularly or linearly polarized antenna to receive the reflected echo signals from the observation area for imaging.
As Fig. 8.1a shows, the receiver is a stationary ground station, hovering UAV, or stationary near-space floaters, etc., referred to here as a fixed station mode and categorized as a special stationary mode. For example Fig. 8.1b, placing the receiver on a flying carrier is called airborne mode. In this case, there is a significant difference in altitude between the navigation satellite and the airborne platform, and they do not satisfy the conditions of parallel paths and uniform linear motion. If the navigation satellite's motion during the synthetic aperture time is equivalent to uniform linear motion, when the aircraft's trajectory is parallel to the navigation satellite's trajectory, it can be categorized as constant velocity mode; when the aircraft's trajectory is not parallel to the satellite's, it can be categorized as arbitrary mode.[image: Schematic illustration of GNSS-R SAR modes. The left panel shows a fixed station mode with a GNSS satellite and a receiver, highlighting the measurement area. The right panel depicts an airborne mode with a receiver on a flight path, indicating the mapping area. Both diagrams use 3D axes labeled X, Y, and Z to represent spatial orientation.]
Fig. 8.1Schematic of GNSS-R SAR modes



8.1.2 Two-Dimensional Signal Model
The signal transmitted by the navigation satellite can be represented in complex form asstt=Aectexp-j2πfct-jφ-jπdt
 (8.1)


where, Ae denotes the amplitude of the navigation signal, c(t) denotes the pseudo-random code, fc is the carrier frequency, φ denotes the initial phase, and d(t) denotes the navigation data code, taking the value of ±1. From Eq. (8.1), it can be seen that changes in the polarity of the navigation data code will lead to phase jumps in the echo signal. To maintain continuity in the Doppler phase, it is necessary to mitigate the effects of the navigation data. In the signal reconstruction process, synchronization is achieved through the direct signal, the navigation data code is stripped, and the amplitude and initial phase, which do not affect the imaging algorithm, are omitted, resulting in the signal taking the following form:sd(t)=c(t-τd(t))exp-j2πfcτd(t)
 (8.2)


where τd(t) is the propagation delay of the direct wave. For a target with a position vector P in the observation scene, the echo signal can be expressed assr(t)=c(t-τr(t))exp-j2πfcτr(t)
 (8.3)


where τr(t) is the propagation delay of the echo. The mathematical models of the delay of the direct wave τd(t) and the delay of the return wave τr(t) are denoted respectively asτd(t)=Rt(t)-Rr(t)vc
 (8.4)


τr(t)=Rt(t)-Pvc+Rr(t)-Pvc
 (8.5)


where Rt(t) denotes the position vector of the navigation satellite, Rr(t) denotes the position vector of the receiver, vc denotes the speed of light, and |•|denotes the Euclidean norm. The signal models in Eqs. (8.2) and (8.3) are a one-dimensional model, while a two-dimensional signal model is required for the SAR system to achieve two-dimensional resolution of scene targets. Based on the characteristics of the continuous wave nature of navigation signals, the one-dimensional signal can be processed into two dimensions, using a pseudo-random code period (e.g., 1 ms for the GPS L1 C/A signal) as the width of the equivalent pulse in the range direction to generate a two-dimensional echo signal, i.e., the system's Pulse Repetition Frequency (PRF) is 1000 Hz. The echo signal is divided according to azimuth time and range time, and Eq. (8.3) can be rewritten as follows:sr(t,τ)=w(t)cτ-R(t)vcexp-j2πfcR(t)vc
 (8.6)


where t is the azimuthal time, also called slow time; τ is the range time, also called fast time; w(t) is the rectangular envelope of the echo signal in the azimuth direction; and R(t) is the total path length of the reflected signal.
As shown in Fig. 8.2 shown, RT(t) indicates the instantaneous distance from the navigation satellite to the target area, and RB(t) indicates the instantaneous distance from the navigation satellite to the receiver. RR(t) denotes the instantaneous distance from the receiver to the target area, thenRB(t)=Rt(t)-Rr(t)
 (8.7)


RT(t)=Rt(t)-P
 (8.8)


RR(t)=Rr(t)-P
 (8.9)


R(t)=RT(t)+RR(t)
 (8.10)


[image: Diagram illustrating a 3D coordinate system with labeled points and vectors. A satellite is positioned at the top, emitting red and blue dashed lines towards a target area on the XY plane. The target area is marked with concentric circles in pink and blue, centered at point P(x_p, y_p, z_p). Vectors R_0, R_1, and R_2 are shown, originating from the satellite and intersecting the target area. Axes X, Y, and Z are labeled, with the origin marked as O.]
Fig. 8.2 Geometric configuration of the GNSS-R SAR fixed ground station mode 


The Doppler frequency variation causes changes in the phase of the signal within each pulse duration, then Eqs. (8.2) and (8.3) are represented assd(t,τ)=cτ-RB(t)vcexp-j2πRB(t)λ-j2πfdBt
 (8.11)


sr(t,τ)=cτ-R(t)vcexp-j2πR(t)λ-j2π(fdT+fdR)t
 (8.12)


where fdB and (fdT+fdR) are the Doppler shifts generated by the variation of RB(t) and R(t), respectively, within a pseudo-random code period, which can be expressed asfdB=d[(2π/λ)RB(t)]dtfdT+fdR=d[(2π/λ)R(t)]dt
 (8.13)



The actual received navigation signal also contains many error factors, such as local oscillator drift and atmospheric interference caused delay and phase error. Define τe and φe as the combined delay and phase errors caused by various interference factors, then Eqs. (8.11) and (8.12) become:sd(t,τ)=cτ-RB(t)vc-τeexp-j2πRB(t)λ-j2πfdBt-jφe
 (8.14)


sr(t,τ)=cτ-R(t)vc-τeexp-j2πR(t)λ-j2π(fdT+fdR)t-jφe
 (8.15)





8.2 Spatial Resolution
Spatial resolution is an important indicator of the overall performance of the SAR system, representing the two-dimensional capability of a SAR system to resolve targets adjacent in the target area, including azimuth resolution and range resolution, which are mainly related to signal parameters and geometric configurations. In monostatic SAR system, the range direction is defined as the beam center of the return antenna, and the azimuth direction is defined as the motion direction of the radar platform, and its slant distance course is only related to the motion parameters of the radar platform. GNSS-R SAR is a bi-static SAR system with separate transmitters and receivers, involving two directions of motion for the transmitter and receiver and two directions for the beam centers of the transmitting and echo antennas. The definition of spatial resolution needs to consider the geometric configuration, i.e., the relationship between the positions and velocity vectors of the two platforms relative to the target [2].
8.2.1 Resolution Definition
Azimuth resolution ρa reflects the Doppler frequency resolution capability of the SAR system and is defined as the distance change mapped by a unit Doppler resolution cell [3]:ρa=∂ra∂fddfd=1∂fd/∂radfd
 (8.16)


where ra is the azimuth coordinate characterized by distance, and fd denotes the Doppler frequency of the echo signal. Range resolution ρr reflects the delay resolution capability of the SAR system and is defined as the change in distance mapped in a unit delay resolution cell:ρr=∂rg∂τdτ=1∂τ/∂rgdτ
 (8.17)


where rg is the range coordinate characterized by distance. The SAR system employs a gradient method to separately analyze the range and azimuth directions, where the azimuth direction is the direction of maximum change in Doppler frequency and the range direction is the direction of maximum change in the time delay. The two-dimensional resolution of a bi-static SAR system can be obtained by solving for the maximum change rate of the Doppler frequency fd and time delay τ in their corresponding directions.
Figure 8.3 shows the geometric configuration of GNSS-R SAR in airborne mode, where, VTx is the velocity vector of the navigation satellite, VRx is the velocity vector of the receiver, the angle between the two is Φ, θTx and θRx are the ground incidence angles of the navigation satellite and receiver, and the center of the target area O, T′ and R′ are the nadir and flight points, respectively. The observation angle of the aircraft ϕ is the angle between OT′ and OR′, with P being any point target in the target area, and iTx and iRx are the unit vectors pointing from the point target P towards the navigation satellite and receiver. The unit vector of P is defined as OP=r.[image: Diagram illustrating a 3D coordinate system with axes labeled X, Y, and Z. A satellite, labeled T, and an aircraft, labeled R, are shown with vectors indicating their velocities, \(V_{Tx}\) and \(V_{Rx}\), respectively. Angles \(\theta_{Tx}\), \(\theta_{Rx}\), \(\phi\), and \(\beta\) are marked, along with vectors \(i_{Tx}\), \(i_{Rx}\), and \(r\). Points O, P, T', and R' are indicated, with dashed lines connecting them. The diagram represents spatial relationships and angles in a transmission-reception scenario.]
Fig. 8.3Geometric configuration of GNSS-R SAR in airborne mode


The echo delay information at the point target P can be expressed ast(τ,r)=1vcRTx(τ,r)+RRx(τ,r)
 (8.18)



When the vector r changes along any direction, the change in time delay of the echo can be expressed asdt=∇t·dr
 (8.19)


∇t=1vciTx(τ,r)+iRx(τ,r)
 (8.20)


where ∇t is the gradient of t(τ,r) in the r direction. The bandwidth of the satellite navigation signal is B and its minimum time-resolved interval in the distance direction isTr=1B
 (8.21)



From Eqs. (8.19) and (8.20), we have|dr|=dt|∇t|·cosθrt≥dt|∇t|=Tr|∇t|
 (8.22)


where θrt is the angle between ∇t and dr, which takes the value of 0°~90°, and the equality in Eq. (8.22) holds if and only if θrt=0∘ (∇t is in the same direction as dr). Typically, both the distance and azimuthal resolution directions are not in the imaging plane. Assuming that the vector of ∇t after projecting it to the imaging plane (usually the surface plane is chosen) is ∇tg, then the range-oriented resolution vector of the GNSS-R SAR imaging plane isdrg=1/B|∇tg|·itg
 (8.23)


where itg is the unit vector of ∇tg. Due to the small imaging scene of GNSS-R SAR in airborne or fixed station mode, using the center point O of the target area in Fig. 8.3 as a reference to calculate the ground imaging plane range resolution yields|∇tg|=1vcsin2θTx+sin2θRx+2sinθTxsinθRxcosϕ
 (8.24)


itg=-sinθRxcosϕ-sinθTxsin2θTx+sin2θRx+2sinθTxsinθRxcosϕsinθRxsinϕsin2θTx+sin2θRx+2sinθTxsinθRxcosϕ
 (8.25)



Similarly, the azimuth resolution vector for the GNSS-R SAR can be derived asdra=1/Ts∇fdg·ifg
 (8.26)


where Ts is the minimum time interval in the azimuth direction,ifg is the unit vector of ∇fdg, and ∇fdg is the projection of the Doppler gradient of the echo signal ∇fd onto the surface imaging plane, denoted by∇fdg=1λ1RTxVTx-VTx·iTxiTx+1RRxVRx-VRx·iRxiRx
 (8.27)



Typically, the Doppler gradien ∇fd changes little during the synthetic aperture time in fixed station or airborne mode GNSS-R SAR, and therefore, one can choose to calculate ∇fd at the center moment of the synthetic aperture.

8.2.2 Relationship Between Resolution and Geometric Configuration
The resolution vectors of GNSS-R SAR in the distance and azimuth directions are related to its bi-static geometric configuration, with the two-dimensional resolution  for the same echo parameter differing under various geometric conditions. From the formulas for range and azimuth resolution, it can be seen that the resolving capability of GNSS-R SAR is mainly determined by the range resolution vector, azimuth resolution vector, and the angle between them.	1.
Resolution range

 





From Eqs. (8.23), (8.24) and (8.25), it can be seen that the three variables θTx,θRx and ϕ together constrain the range resolution of GNSS-R SAR, which is independent of the velocities of the navigation satellite and receiver. In practical application scenarios, the incidence angles of the navigation satellite and receiver can be calculated by observing the scenarios, orbital information of the navigation satellite and receiver's motion trajectory ,θTx and θRx, which both take the value range of 0∘∼90∘. The value range of ϕ is 0∘∼360∘. When cosϕ=1, namely, when, i.e.ϕ=0∘ or ϕ=360∘, the optimal range resolution is obtained, and the worst range resolution is obtained when cosϕ=-1, i.e.ϕ=180∘. The optimal and worst range resolution can be expressed asdrgmin=vcB1sinθTx+sinθRx
 (8.28)


drgmax=vcB1sinθTx-sinθRx
 (8.29)



From Eq. (8.29), when θTx=θRx and ϕ=180∘, the time delay gradient ∇t is perpendicular to the imaging plane, making ∇tg a zero vector, and the GNSS-R SAR ground range resolution tends towards infinity, meaning there is no ground range resolving capability. Taking the BDS-B3 signal as an example, Fig. 8.4 shows the relationship between range resolution and observation angle for different receiver incidence angles, with parameter settings as shown in Table 8.2. The incidence angle of the navigation satellite is 45∘, and the incidence angles of the receiver are selected as 30∘,40∘ and 50∘. When the observation angle is 0∘≤ϕ≤180∘, the range resolution decreases with an increase in the observation angle, when the observation angle is 180∘≤ϕ≤360∘, the range resolution increases with the increase in the observation angle, and the resolution is the worst when ϕ=180∘. For receivers with varying angles of incidence, the range resolution becomes worse with increasing angle of incidence.[image: A line graph showing the relationship between observation angle (degrees) on the x-axis and distance to the solution (m) on the y-axis. Three lines represent different angles: a solid red line for 50 degrees, a dashed blue line for 40 degrees, and a dotted green line for 30 degrees. The graph shows a peak around 180 degrees, with the red line having the highest peak, followed by the blue and green lines.]
Fig. 8.4Change in range resolution with observation angle under different receiver incidence angles

Table 8.2GNSS-R SAR system parameters based on the BDS-B3 signal

	Parameters
	Navigation satellite
	TV or radio receiver

	Code
	BDS-B3

	Bandwidths
	20.46 MHz

	High degree
	20000 km
	1000m

	Movement speed
	3000 m/s
	65m/s

	Angle of incidence
	45∘
	30∘/40∘/50∘



	2.
Azimuth resolution

 





From Eqs. (8.26) and (8.27), the azimuth resolution of the GNSS-R SAR is related to the positions and velocities of the navigation satellites and receiver. For the airborne receivers, the Doppler gradient of the echo signal ∇fdg in Eq. (8.27) mainly contains the navigation satellite motion and the airborne receiver. Although the aircraft motion speed is smaller than that of the navigation satellite (VTx≫VRx), the Doppler gradient of the echo signal in Eq. (8.27) mainly originates from the second term because the distance from the target scene to the navigation satellite is much larger than that to the airborne receiver (RTx≫RRx). In a fixed station mode, the Doppler gradient of the echo signal ∇fdg is mainly derived from the first term of Eq. (8.27). Typically, the synthetic aperture time is increased to accumulate a larger Doppler bandwidth to obtain higher azimuth resolution. Figure 8.5 presents the GNSS-R SAR azimuth resolution results based on the conditions in Table 8.2. With different observation angles and angles between velocity vectors, the azimuth resolution varies symmetrically. With a synthetic aperture time of 3 s, the optimal azimuth resolution value is about 1.31 m. As the synthetic aperture time increases or the speed of the airborne platform increases, the azimuth resolution will further improve.[image: A heatmap displaying data with velocity vector angles on the x-axis ranging from 0 to 360 degrees and observation angles on the y-axis from 0 to 360 degrees. The color gradient from blue to yellow represents values from 1.0 to 2.4, as indicated by the color bar on the right. Diagonal bands of color transition from blue to green to yellow, illustrating variations in data values across the angles.]
Fig. 8.5Relationship between azimuth resolution and observation angle and the angle between velocity vectors (with a synthetic aperture time of 3 s)




8.3 Backward-Projection Imaging Algorithm
The BP (Back Projection) algorithm is an imaging algorithm based on time domain processing. It calculates the distance delay between the antenna and the image pixels based on their locations, back-projects the echo data according to the delay information into the image domain, and coherently accumulates at each pixel point to produce a two-dimensional image [4]. The BP (Back Projection) algorithm is a point-by-point processing method that can achieve the optimal matching for all targets as well as high image resolution.
The GNSS-R SAR Back-projection imaging algorithm, as shown in Fig. 8.6, use delay, phase, Doppler, and navigation data code information obtained from the direct signal capturing and tracking process to compensate the echo signal. The distance-oriented compression is realized by the matched filter method, after which the output correlation values are back-projected to realize the azimuthal focusing, and finally the images of each azimuthal moment are superimposed to produce the final image.[image: Flow chart illustrating the process of generating a SAR image from a reflected signal. The process begins with range compression, involving acquisition/tracking and Doppler compensation using FFT and conjugation. It proceeds with IFFT, azimuth interpolation, and phase compensation. The final steps include back projection and coherent integration, resulting in the SAR image. Key terms: FFT, IFFT, Doppler Compensation, Azimuth Interpolation, Phase Compensation, Back Project, Coherent Integration.]
Fig. 8.6GNSS-R SAR back-projection imaging algorithm


8.3.1 Range Compression and Synchronization
The locally generated reference signal h(t) is used as the impulse response function of the matched filter, and the echo signal is convolved in the time domain with it to complete matched filtering, extracting the corresponding delay and phase information, or converted to the frequency domain using a Fourier transform. The echo signal carries errors produced by Doppler modulation, navigation data code phase, and interference phase, which need to be eliminated one by one to enhance the focusing accuracy in both range and azimuth directions.	1.
Intrapulse Doppler effect elimination

 





The Doppler offset introduced in Eqs. (8.12) and (8.15)(fdT+fdR) is estimated using the navigation satellite orbit data, receiver track data, and scene information, defining as (fdT+fdR)′. The reference signal is then reconstructedh′(t)=h(t)exp(j2π(fdT+fdR)′t)
 (8.30)



The estimated deviation Δf=(fdT+fdR)′-(fdT+fdR) is obtained by a two-step search of the echo signal. The Doppler frequency generated by the navigation satellite’s motion relative to a fixed station on the ground is generally within the range of -5∼5kHz. A rough estimate of the Doppler of the received signal is obtained by traversing the search at intervals of 500Hz, then searching at intervals of 100Hz in the range of ±400Hz centered on the rough estimate.	2.
Navigation data code impact elimination

 





The effect of the navigation data code is not considered in Eq. (8.15), but the phase information of the navigation data code d(t)φd is included in the results after range compression, as shown in Eq. (8.31).F(t,τ)=P[τ-R(t)vc]exp[-j2πR(t)λ-j2πΔft-jφd-jφe]
 (8.31)


where P(τ) is the autocorrelation function of the pseudo-random code, Δf is the Doppler frequency offset between the reference signal and the echo signal, and φd takes the value of 0 or π, with this phase jumping when the data changes. Therefore, multiplying the corresponding navigation data code by the phase change of the range compression signal peak can eliminate its impact.
Figure 8.7 shows the impact results of a navigation data code. Figure 8.7a shows a fragment of azimuth peak phase history after range compression, with phase jumps at five sample points. Figure 8.7b shows the result after differential processing, with a total of five jumps in phase at π. Figure 8.7c shows the detected navigation data code, with data jump positions matching phase jump positions. Figure 8.7d shows the Doppler phase of the azimuth peak signal after stripping the navigation data code, and the value changes continuously after the effect of the navigation data code is removed.[image: Four-panel figure showing X-Y charts related to phase and data code analysis over time. \\n\\n(a) Azimuth peak phase chart: Displays Doppler phase in radians versus time in seconds, showing a step-like increase.\\n\\n(b) Azimuth differential phase chart: Illustrates differential phase per second against time, with noticeable spikes.\\n\\n(c) Detected navigation data code chart: Shows navigational data code per second over time, with a square wave pattern.\\n\\n(d) Doppler phase after navigation data code elimination chart: Plots Doppler phase in radians versus time, showing a linear increase.]
Fig. 8.7Impact results of the navigation data code

	3.
Interference phase error elimination

 





Under fixed station or airborne mode conditions, the direct and echo signals can be regarded as passing through the same atmospheric layer, and both have the same atmospheric interference phase error φe, mainly composed of higher-order terms caused by local oscillator drift, represented by polynomial fitting. After removing the effects of Doppler and navigation data code from the range compression results, subtracting the phase information at the correlation peak from the polynomial fitting results obtains the higher-order phase residuals φe′ and the phase compensation term exp(-jφe′).
The range compression result after synchronization, the echo signal isF(t,τ)=P[τ-R(t)vc]exp[-j2πR(t)λ]
 (8.32)



In the actual discrete signal processing, when the time delay value of the echo signal does not coincide with sampling points, interpolation is necessary to improve the azimuth focusing accuracy. In general, the sampling rate in the navigation signal reception processing exceeds 6–8 times the data code rate, meeting the requirements for the imaging algorithm back-projection process on the sampling points without the need for interpolation.

8.3.2 Back-Projection
Back-Projection maps the range-compressed signal to each pixel in the imaging area, specifically, to the center points of grids after gridding. Figure 8.8 shows a schematic of the geometric configuration of the back-projection imaging algorithm. The size of the grid, related to the resolution of the imaging, should be carefully selected considering both image quality and computational complexity. Usually, the grid is divided by the azimuth ground range resolution with better resolution, and the spacing is less than or equal to 12dra. At a certain azimuth time, the positions of the navigation satellite, pixel point and receiver are fixed and known, and the time delay of the echo signal at the pixel point (xm,yn) is calculated based on the signal propagation distance, as shown byτmn(t)=RT(t,m,n)+RR(t,m,n)vc
 (8.33)


[image: Diagram illustrating a GNSS satellite system. The satellite is positioned in space with coordinates \((x_T(t), y_T(t), z_T(t))\). A fixed receiver on the ground is marked with coordinates \((x_R(t), y_R(t), z_R(t))\). The satellite and receiver are connected by dashed lines, indicating signal paths. A measurement area is shown on a grid plane with coordinates \((x_m, y_n, z)\). Axes labeled X, Y, and Z define the spatial orientation. The diagram highlights the relationship between the satellite, receiver, and measurement area.]
Fig. 8.8Schematic of the back-projection imaging algorithm geometry


RT(t,m,n) is the instantaneous distance from the navigation satellite to the pixel (xm,yn,z),RB(t) is the instantaneous distance from the navigation satellite to the receiver, and RR(t,m,n) is the instantaneous distance from the receiver to the pixel point (xm,yn,z).RT(t,m,n)=xT(t)-xm2+yT(t)-yn2+zT(t)-z2
 (8.34)


RR(t,m,n)=xR(t)-xm2+yR(t)-yn2+zR(t)-z2
 (8.35)


RB(t)=xT(t)-xR(t)2+yT(t)-yR(t)2+zT(t)-zR(t)2
 (8.36)



Substituting Eqs. (8.34) and (8.35) into (8.32) gives the correlation value of the pixel point (xm,yn) asF(t,τmn(t))=P[τ-τmn(t)]exp[-j2πRT(t,m,n)+RR(t,m,n)λ]
 (8.37)



The receiver receives the echo signal as well as the direct signal, and the correlation values for each pixel point in the imaging region and the propagation delay difference between the two signals are inextricably linked, which is compensated for in the algorithm to avoid azimuthal defocusing [5].h(t,m,n)=exp[j2πRT(t,m,n)+RR(t,m,n)-RB(t)λ]
 (8.38)



The range-compressed result after phase compensation becomes the grayscale value for that pixel, generating an image at each azimuth time.S(t,m,n)=F(t,τmn(t))·h(t,m,n)
 (8.39)



Finally, the images from each azimuth moment within the synthetic aperture time [-Tp2,Tp2] are integrated to produce a complete image.Sm,n=∫-Tp2Tp2St,m,ndt
 (8.40)





8.4 Imaging Algorithm Implementation
In recent years in the field of graphics and image processing, the traditional “single” processing approach of Central Processing Units (CPUs) is gradually evolving towards a “co-processing” approach utilizing both CPUs and Graphics Processing Units (GPUs). NVIDIA Corporation introduced the Compute Unified Device Architecture (CUDA) programming model, which takes full advantage of both CPU and GPU strengths. The CPU is seen as the “host” carrying out serial data computations, while the GPU, as the “device,” performs parallel data computations by calling kernels. Due to the parallel nature of the Back-Projection algorithm, its implementation in the CUDA programming model shows good acceleration effects, reducing algorithm run times without compromising image quality, meeting the requirements for rapid imaging processing [6–11].
8.4.1 Heterogeneous Architecture Parallel Platforms
When the target area increases or the synthetic aperture time extends, the computational cost of the Back-Projection algorithm dramatically rises. To ensure imaging quality and efficiency, both range compression and Back-Projection processing of echo signals can be performed in parallel. Figure 8.9 shows a heterogeneous parallel processing platform, where the CPU primarily handles tasks such as direct signal capture, tracking, positioning, and synchronization processing of the echo signal, while the GPU performs Back-Projection imaging and sends the output to the CPU for display and storage.[image: Flow chart illustrating a data processing system divided into CPU and GPU sections. The CPU section processes raw data through steps like capturing, tracking, orientation, and geometric modeling, generating compensation parameters. The GPU section handles echo and reference signals using parallel FFT and IFFT for distance compression. It includes back projection with delay calculation and phase compensation across multiple threads. The final output is a directional bit image overlay on a GNSS-R SAR image. Key terms: CPU, GPU, FFT, IFFT, compensation, back projection, GNSS-R SAR.]
Fig. 8.9Heterogeneous parallel processing platform



8.4.2 Range Compression
Range compression primarily involves FFT, IFFT, and complex multiplication operations, where FFT and IFFT are based on cuFFT functions provided in CUDA, and complex multiplication is achieved through constructing kernel functions. Memory overflow is a common error in GPU applications, and FFT and IFFT require high memory demands for large data lengths, especially with large volumes of Reflected GNSS Signal data. It is essential to match echo data and storage space sizes to prevent memory overflow. Figure 8.10 shows an FFT/IFFT execution strategy, where 1, 2, …, n denote different range gate numbers, allocated independent threads for performing FFT and IFFT operations on their data, with a single thread handling one or more range gate data processing, determined by considering the GPU's memory space size.[image: Flow chart illustrating signal processing. The top row shows a "time-domain echo signal" transformed into a "frequency domain echo signal" using a Fourier transform (F). The middle row displays a "time-domain reference signal" similarly transformed. Both frequency domain signals are multiplied, indicated by multiplication symbols (⊗), resulting in "frequency domain reference signal." The bottom row shows "Time-domain autocorrelation signals" derived from inverse Fourier transform (IF) and labeled "Distance to compressed data." Each signal is represented by a sequence of numbered blocks from 1 to n.]
Fig. 8.10An FFT/IFFT execution strategy


The range compression process is as follows:	(1)
Determine the number of Fourier transform points based on the width of one equivalent pulse of the navigation signal and the sampling rate, as well as data storage space in CPU and GPU, transferring the reference signal and echo signal from CPU to GPU.

 

	(2)
Design and execute a range Fourier transform scheme for the reference signal and echo signal based on the number of range sampling points.

 

	(3)
Construct parallel kernel functions for the reference signal's complex conjugate matrix, echo signal matrix, and complex multiplication, allocating threads according to the number of range gates to complete parallel computations.

 

	(4)
Design and implement a range inverse Fourier transform scheme for the reference signal and echo signal based on the number of range sampling points.

 






8.4.3 Back Projection
Back-Projection primarily involves time delay calculation and phase compensation, including complex multiplication and addition operations within the kernel function. There are two different implementation methods: based on pixel point mapping and based on Pulse Repetition Interval (PRI) mapping.	(1)
When implementing Back-Projection based on pixel point mapping, each thread corresponds to each pixel in the image. Each kernel function call for complex addition and multiplication operations targets different pixel points within the current PRI, and the kernel function is called repeatedly for each PRI to obtain the imaging result.

 

	(2)
When implementing Back-Projection based on PRI mapping, each thread corresponds to a PRI. In a single kernel function call, it coherently accumulates echo signals for the same pixel point, and then the kernel function is called repeatedly for each pixel point to obtain the imaging result.

 



580.Main frequency 

Comparing the two methods, the former processes all data across various PRIs, which involves less memory access than the latter that repeats for each pixel point, potentially reducing or avoiding memory access conflicts. To further reduce resources consumed during kernel function calls, “batch” processing can be adopted, i.e., a single kernel function call processes multiple PRIs’ echo data. Figure 8.11 shows “batch” processing in parallel based on pixel point mapping, where the number of PRIs processed each time is referred to as a “batch”.[image: 3D plot illustrating multiple layered grids in orange and green, stacked along the Z-axis. The axes are labeled as X, Y, and Z, with Z representing "2d density." The plot visually represents a concept of layered density distribution.]
Fig. 8.11Schematic of “batch” processing in parallel based on pixel point mapping



8.4.4 Stream Processing Structure Optimization
In the CUDA programming model, the data transfer interface is a high-speed serial computer expansion bus standard (Peripheral Component Interconnect-Express, PCI-E), with a maximum transmission rate of PCI-E 4.0 up to 8GB/s, used for transferring processing data from CPU memory to GPU memory and then back from GPU memory to CPU memory after processing. If the interface data is restricted, the performance improvement of GPU for data processing acceleration will not be fully guaranteed, especially in cases of extremely large data volumes. Segmenting data for serial sequential execution of imaging for each segment, despite parallel processing for each segment, cannot maximally exploit the parallel processing capability of the CPU+GPU architecture.
Asynchronous multi-level stream processing adopts a pipeline structure, alternating between transmission and processing using different engines, as shown in Fig. 8.12. Each level of stream processing structure is responsible for processing a segment of signal data, with asynchronous parallel execution between structures, significantly reducing delays caused by interface transmission. The computing engine of Level 1 stream processing structure and the duplication engine of Level 2 stream processing structure work in parallel; the computing engine of the previous level and the duplication engine of the next level work alternately, thereby maximizing the use of GPU work units. Data transfer delays between the CPU and GPU occur in parallel, shortening overall delays and improving computational efficiency.[image: Diagram illustrating three parallel processing streams for echo data. Each stream consists of a replication engine, computing engine, and another replication engine. The process begins with echo data input, followed by CPU and GPU components with internal and video memory. The computing engine features a BP (Back Projection) imaging algorithm for parallel processing. This structure is repeated across three streams labeled Stream 1, Stream 2, and Stream 3.]
Fig. 8.12Asynchronous multi-level stream processing structure




8.5 Simulation Analysis and Experimental Verification
8.5.1 Simulation Analysis
	1.
Simulation Scenario Description

 





Using a navigation satellite as the transmitter, with the receiver fixed at a certain location, 25 point targets are uniformly distributed over a 4 × 4km plane, with their relative geometric relationships as shown in Fig. 8.13, numbered 1~25. With a Pulse Repetition Interval (PRI) of 1ms (i.e., one code cycle), the Doppler frequency offset estimation error Δf should be less than 500 Hz (to satisfy the Nyquist Sampling Theorem), otherwise, aliasing phenomena will appear in the range compression results, as shown in Fig. 8.14a, showing(Δf=800Hz) the result for target at point 13 (with a synthetic aperture time of 300s). When Δf=0Hz, the aliasing phenomenon disappears, as shown in Fig. 8.14b shows.[image: Diagram illustrating a grid layout with labeled points from 1 to 25, arranged in a 5x5 matrix. The grid is divided into three sub-blocks, each labeled on the right. The X and Y axes are marked, with the origin labeled as "Receiver (0, 0, 100m)." Distances are indicated: 1 km from the origin to the grid, 3 km across the grid horizontally, and 1.5 km vertically. The points are connected by dashed lines, forming a structured network.]
Fig. 8.13Distribution of point targets in the imaging area

[image: Two-panel heatmap figure showing data distribution. Panel (a) and panel (b) both display a color gradient from blue to red, representing values from 0 to 7 x 10^4. The x-axis is labeled "Distance to/sample point" ranging from 0 to 1000, and the y-axis is labeled "Azimuth/sampling point" ranging from 0 to 2000. The color bar indicates intensity levels, with blue as the lowest and red as the highest.]
Fig. 8.14Effect of different doppler frequency offset estimation errors on range compression


Following the implementation process depicted in Fig. 8.9, stacking azimuth images yields all imaging results for the 25 point targets within the area, with the image for target number 13 located at (0,0) as shown in Fig. 8.15. The relative geometric relationships of the point targets and the simulation settings are entirely consistent. Taking typical targets number 5, 10, and 13 as examples, their PSLR (peak side lobe ratio) and ISLR (integration side lobe ratio) values are calculated, consistent with theoretical values in both range and azimuth directions, without significant deviation due to changes in geometric configuration, with specific values as shown in Table 8.3.[image: Heatmap displaying data in decibels (dB) with a color gradient from red to blue, indicating intensity levels. The X and Y axes are labeled in meters, ranging from -2000 to 2000. The heatmap shows a grid pattern with distinct points of higher intensity. A color bar on the right provides a scale from 0 dB (red) to -25 dB (blue).]
Fig. 8.15Imaging results for point targets (with target number 13 at position (0,0))

Table 8.3Comparison of evaluation parameters and theoretical values for typical point targets

	 	Away from
	Azimuthally

	PSLR/dB
	ISLR/dB
	Resolution/m
	PSLR/dB
	ISLR/dB
	Resolution/m

	Target 5
	−34.80
	−13.45
	15.9
	−12.25
	−10.90
	5.6

	Target 10
	−34.80
	−13.45
	15.9
	−13.25
	−10.90
	5.6

	Target 13
	−34.80
	−13.45
	15.9
	−13.25
	−10.90
	5.6

	Theoretical value
	−35.00
	−13.45
	15.9
	−13.27
	−10.90
	5.6



	2.
Parallel acceleration of imaging algorithms

 





Based on the CPU+GPU parallel hardware platform described in Sect. 8.4 and programmed in C language, the imaging data processing is implemented. The main device models and parameters are as shown in Table 8.4.Table 8.4Physical parameters of the hardware platform

	Hardware name
	Model number
	Capacity
	Clock Frequency(GHz)

	CPU
	AMD ryzen 3800X
	~
	3.9

	GPUs
	Nvidia GeForce GTX 3090
	24GB
	1.95

	Random access memory (RAM)
	DDR4
	64GB
	3




To compare the role of the GPU in imaging processing, imaging is implemented using the CPU alone and in tandem with the GPU. The introduction of the GPU does not alter the algorithm's corrections, errors, etc., hence the imaging performance in both cases is equivalent, with identical range and azimuth resolution, PSLR, and ISLR values. Table 8.5 presents the evaluation parameters for target number 25, with results under both running conditions being exactly the same.Table 8.5Evaluation parameters for target number 25

	.

	.




Although the use of the GPU does not improve imaging quality, it significantly enhances imaging efficiency. The speed-up ratios for FFT/IFFT operations and complex multiplication involved in range compression are 117 and 261, respectively. The overall speed-up ratio for the back-projection process, mainly involving complex multiplication and addition, can reach 164. Considering only the back-projection and range compression processes, the former accounts for over 99% of the time, so the GPU's computational efficiency improvement is very beneficial for the engineering implementation of GNSS reflectometry signal imaging applications. Table 8.6 provides a time comparison for imaging 25 point targets.Table 8.6Time comparison for imaging 25 point targets

	Parameters
	FFT&IFFT
	Complex multiplication
	Backward projection
	Time consumption

	CPU(s)
	74.4
	20.88
	17,361.6
	17,456.88

	GPU(s)
	0.636
	0.08
	105.752
	106.468

	Acceleration ratio
	117
	261
	164.17
	163.96




To further evaluate the efficiency of the CPU+GPU parallel platform for imaging different scenarios, the back-projection imaging algorithm was executed for seven different-sized scenes with a grid spacing of 1m. Imaging times and speed-up ratios are listed in Table 8.7. It can be seen that when the imaging area exceeds 2048×2048, the speed-up ratio of the CPU+GPU parallel platform compared to a single CPU platform no longer shows significant changes. This is because the average imaging time per point in large scenes tends to stabilize, with all of the GPU's stream processors working, leading to synchronous increases in total time spent by both the CPU and CPU+GPU platforms, hence the change in speed-up ratio becomes less noticeable [15].Table 8.7Analysis of integrated BP (Back Projection) algorithm acceleration performance for different scene sizes

	Area size
	128 × 128
	256 × 256
	512 × 512
	1024 × 1024
	2048 × 2048
	4096 × 4096
	8192 × 8192

	Unit 
	s
	s
	s
	s
	s
	s
	s

	CPU
	123.1
	206.4
	507
	2087.4
	7611.9
	30,543.3
	68,871.9

	CPU + GPU
	1.1
	1.73
	3.43
	13.38
	45.47
	180
	407.26

	Acceleration ratio
	111.6
	119.07
	147.6
	156
	167.4
	168.9
	169.11





8.5.2 Test Validation
The imaging area selected for the test scene is the Beihang Stadium, as shown in Fig. 8.16. Data collection took place from 9:50 to 10:20 on March 25, 2021, and the receiver is placed in the stadium grandstand. The imaging scene is divided into 0.4 × 0.4 m grids, and the imaging area is set as a square of 600 × 600 m, with a grid number of 1500 × 1500 accordingly.[image: Geographical map of a sports and educational facility, showing labeled areas including a receiver, hammer fence, physical examination gallery, basketball court fences, natatorium, gymnasium, and new main building. The map includes a triangular imaging region and a scale indicating distances from 0m to 500m horizontally and 0m to 110m vertically.]
Fig. 8.16Schematic of the navigation satellite position, receiver position and building distribution in the target area


The receiver position coordinates are set to (0,0), the synthetic aperture time is 1800s (i.e., the entire data acquisition time period of 30min), and the backward projection imaging results are shown in 8.17, all buildings in the actual scene are focused into the image.[image: A heatmap displaying data with a color gradient from blue to red, representing values from -40 dB to 0 dB. The X-axis is labeled "X/m" ranging from 0 to 550, and the Y-axis is labeled "Y/m" ranging from -300 to 200. The heatmap shows several vertical clusters of varying intensity, with the highest intensity in red and lower intensities in green and blue. A color bar on the right indicates the dB scale.]
Fig. 8.17Imaging results


Due to the height limitation of the receiver, echoes primarily originated from the west side of buildings, appearing as strong scattering points or surfaces in the image. The imaging result's pixel location information was matched with the optical image's location information, as shown in Fig. 8.18. The strongest echo signal position is approximately at point (315m, 10m), corresponding to target number 6 (the west edge of the gymnasium) in Fig. 8.16.[image: A composite image showing various views of an urban area. The top row includes two photos of sports facilities and an aerial view of a building complex. The middle section features a heatmap overlay on an aerial image, highlighting areas of interest with red and yellow colors. The bottom row displays three street-level photos: a fenced sports area, people walking and cycling near a fence, and a street scene with cyclists. Red lines connect these images to corresponding areas on the heatmap, indicating points of interest.]
Fig. 8.18GNSS-R SAR image and optical image matching results


From the range profile in Fig. 8.19, it can also be seen that the power peak points of targets number 2, 3, 4, 5, 6, and 7 in the imaging area correspond one-to-one with the locations of each building. The range measurement for target number 6 is approximately 18 m, slightly larger than the theoretical range resolution value of 16.8 m (i.e., slightly reduced resolution). The azimuth profile measurement for the west edge of the gymnasium is 40m, comparable to the results of optical imaging.[image: Two-panel figure showing X-Y charts of normalized amplitude in decibels (dB) versus distance in meters (m). Panel (a) features a red line graph with peaks labeled 2 to 7, and an 18m distance marked between two points. Panel (b) displays a blue line graph with a prominent peak labeled 6, and a 40m length indicated as the "Length of stadium edge." Both charts have similar axes labeled "normalized amplitude / dB" and "X/m."]
Fig. 8.19SAR image profile analysis


Similar to the simulation experiment, the actual data was processed both with the CPU alone and with integrated CPU+GPU processing, taking approximately 5.5 h and 2 min, respectively, a nearly 165-fold efficiency improvement, consistent with the simulation's speed-up ratio results.


8.6 Summary
As the radiation source of the GNSS-R SAR system, the global coverage and signal characteristics of navigation satellites ensure that the system has all-weather and all-day capability, and the images of the observation area can be acquired at any time. This chapter focuses on analyzing the influence of geometric configuration on the spatial resolution of GNSS-R SAR, and researches the implementation method for GNSS-R SAR system imaging, both simulation analysis and actual experiments have verified its feasibility.

[image: Logo: Creative Commons license CC BY-NC-ND]Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License (http://​creativecommons.​org/​licenses/​by-nc-nd/​4.​0/​), which permits any noncommercial use, sharing, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if you modified the licensed material. You do not have permission under this license to share adapted material derived from this chapter or parts of it.
The images or other third party material in this chapter are included in the chapter's Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
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Since the late 1980s, GNSS-R has been developed over 30-years, it has gone through stages of concept proposition, theoretical innovation, technical demonstration and application promotion. Currently, with the launch of the American CYGNSS, Chinese Fengyun 3-E satellites and the construction of shore-based observation stations, sea surface wind speed inversion has begun to enter the stage of operational application and promotion; soil moisture and sea ice detection have also entered the stage of technological demonstration; GNSS Bi-SAR technology is gradually entering the stage of experimental validation from conceptual research. In this process, with the deepening understanding of GNSS-R technology and the continuous progress in signal processing technology, new concepts and applications have been put forward one after another in the fields of earth observation and radar detection, including mobile target detection, inland water body detection and river identification. Considering the current limitations in the coverage area, narrow bandwidth, and high sidelobes of conventional external radiation source signals such as Global System for Mobile communication (GSM) and Frequency Modulation (FM) signals, using GNSS signals as external radiation sources for target detection represents an emerging field with robust vitality. Inland water body detection technology is a further extension of GNSS-R applications beyond soil moisture, marking another new direction in spaceborne GNSS-R Earth observation. Rivers, as a special type of water body on Earth's surface, have characteristics such as water body width, river boundaries, and river surface height that significantly impact regional climate and agricultural safety production. GNSS reflection signals can also play a precise monitoring role.
This chapter provides a brief description for ground-based airborne target detection, ground-based river boundary detection and spaceborne water body identification, including the theoretical simulation and experimental validation results from the author's research group, trying to provide some new ideas and methods for subsequent research in this field.
9.1 Mobile Target Detection
Mobile target detection has a strong background in military and defense applications, and is also a necessary cutting-edge technology in modern smart cities and security management. According to the range of target movement, it can be divided into two categories: ground/sea surface mobile target detection and airborne mobile target detection. The former can be achieved by the imaging technical methods in Chap. 8, and this chapter focuses on the latter. For airborne mobile target detection, existing radar products have been applied for many years, and have played an important role in many scenarios at home and abroad. Active radar systems can easily expose themselves due to their electromagnetic signals emission, and there are still different degrees of blind spots in detecting low, slow-moving airborne targets. The carrier frequencies of GNSS signals are within the L-band (1.1–1.6 GHz), and receivers can be configured in bistatic or multistatic modes, fully utilizing navigation satellites from all spatial directions as radiation sources to create flexible and variable geometric configurations for airborne mobile target detection. This can compensate for the deficiencies of other types of radar and represents a new direction for future development.
9.1.1 Introduction to Detection Mechanisms
There are various configurations for bistatic airborne mobile target detection, with the receiver placed on the ground being the simplest and most common. In this mode, the target to be tested is located within the space between the navigation satellite and the receiver. Figure 9.1 shows the geometric relationship schematic for airborne mobile target detection. The coordinate origin is the location of the receiver, the Y-axis is the projection of the receiver antenna beam on the ground plane, the Z-axis points to the zenith, and XYZ forms a right-handed orthogonal coordinate system, with the tested target and receiver located within the same YOZ plane.[image: Diagram illustrating a 3D coordinate system with labeled axes X, Y, and Z. It features two satellites, labeled S and S', positioned along the Z-axis. Lines connect these satellites to a central point O, representing a receiver R. The diagram includes vectors labeled \( R_f \), \( R_R \), and \( \vec{r} \), with angles and distances marked. A point T is shown along the Y-axis, with a dashed line indicating a trajectory. The sketch represents satellite positioning and trajectory analysis.]
Fig. 9.1Geometric relationship schematic of airborne mobile target detection



In the figure, S denotes a single navigation satellite , T denotes an airborne target to be measured , R denotes a receiver located at a fixed point on the ground, and S′ is the projection of S on the YOZ plane. β is called the double base angle, which varies with the movement of the navigation satellite and the aerial target under the condition that the receiver is fixed. The target scattering signal received when its value is the signals received when 0∘<β<135∘ and 135∘<β<180∘ are called backward and forward scattering, respectively. Backward scattering and forward scattering are two geometric configurations of a bistatic radar system, as shown in Fig. 9.2 [1, 2].[image: Diagram illustrating two scattering configurations involving a satellite (S), an aircraft (T), and a ground receiver (R). Panel (a) shows the backward scattering configuration, where signals from the satellite reflect off the aircraft back to the receiver. Panel (b) depicts the forward scattering configuration, where signals pass through the aircraft to the receiver. Both configurations include labeled elements: satellite (S), aircraft (T), and receiver (R).]
Fig. 9.2Two geometrical configurations of bistatic radar


	1.
Backscatter configuration

 





The backscattering configuration is a common type in bistatic radar systems. Since GNSS signals are not specifically designed for target detection, utilizing GNSS reflectometry signals for airborne target detection can be considered a specific case of a non-cooperative bistatic detection system. The process of airborne target detection based on the backscattering configuration is shown in Fig. 9.3, where the satellite selection module primarily selects the satellite with the optimal geometric configuration based on the detection area, the ephemeris of navigation satellites, the fixed position of the receiver, and the scattering characteristics of the target. The direct and reflected antennas refer to the antennas receiving direct signals from navigation satellites and reflected signals from targets, respectively, each with their own processing channels. The direct signal is captured and tracked to obtain a reference signal, which is correlated with the echo signal received and processed by the reflected antenna to obtain time-delay and Doppler observables for target detection.[image: Flow chart illustrating a decision-making process. The chart is divided into two sections: "Event Detection" and "Intrusion Detection." In "Event Detection," the process starts with "Event Detection," leading to "Hypothesis" and "Define Problem." In "Intrusion Detection," the flow continues with "Event Report," "Correlation," "Filtering," and "Intrusion Classification." It further branches into "Anomaly Detection" and "Misuse Detection," with a decision point leading to "Intrusion Detail" and "Type Decision." The chart uses arrows to indicate the flow and decision points, with some text highlighted in blue.]
Fig. 9.3Backscatter target detection flow



The reception of the direct signal is handled in the same way as in a normal navigation and positioning receiver, where signal capture can be considered as a search process in three dimensions: pseudo-random code, time delay and Doppler. If the navigation satellites used are selected and determined in advance, only the latter two are searched, and the occurrence time of the correlation peak determines the parameters of the reference signal. The two-dimensional multichannel correlation data processing for delay and Doppler is similar to what is described in Chap. 5, where all chips and frequency bins to be searched need processing. Considering the complexity of implementation,accomplished by processing delay in parallel and Doppler serially as shown in Fig. 9.4.[image: Flow chart illustrating a signal processing method. The process begins with a "target echo" leading to a mixer. The output is processed through an FFT (Fast Fourier Transform) block. The signal is then split; one path leads to a frequency serial search involving a doppler bank with frequencies \( f_1, f_2, f_3, \ldots, f_k \) for carrier generation. The other path involves a pseudo code parallel search with a reference signal, conjugate operation, and FFT. Both paths converge at an IFFT (Inverse Fast Fourier Transform) block, resulting in DDM (Differential Doppler Measurement).]
Fig. 9.4Schematic of the parallel time-delay matched filtering process


	2.
Forward scattering configuration

 





The geometric relationship of forward scattering corresponds to the diffraction phenomenon of wireless signal propagation. When electromagnetic waves propagates through the air and encounters an obstacle (herein referred to as the airborne target),new secondary waves are generated, bypassing the obstacle and entering the shadow zone, also known as the forward scattering region Ground receivers receive electromagnetic waves that have bypassed the obstacle, and by identifying the differences with unobstructed signals, airborne targets can be detected.
Considering the actual physical size of an airborne moving target, The changes in received signals are analyzed using the degree of the target's entry into the diffraction region as the independent variable.
A set of concentric ellipses spaced half a wavelength apart with the transmitter S and receiver R as the foci point is known as the Fresnel zone, as shown in Fig. 9.5 [3]. For a target Tn located on the nth concentric ellipse, according to the geometric relationship, we haveSTn+TnR-SR=nλnλ22
 (9.1)


[image: Diagram illustrating a satellite communication system. A satellite labeled "S" is positioned on the left, transmitting signals to multiple aircraft labeled "T1" to "Tn" and a ground receiver labeled "R" on the right. The paths of the signals are shown with colored lines, with distances marked as \(d_1\) and \(d_2\). The height \(h\) is indicated with a dashed line. The coordinate axes are labeled X and Y, with concentric dashed ellipses representing signal coverage areas.]
Fig. 9.5Schematic of Fresnel zone


[image: Two X-Y charts comparing diffraction gain in decibels (dB) against fennel clearance and gap. Chart (a) shows unilateral diffraction gain, with a curve decreasing from 4 dB to -28 dB as fennel clearance increases from -2 to 3. Chart (b) illustrates bilateral diffraction gain, with a fluctuating curve ranging from 2 dB to -12 dB as the fennel gap varies from -2 to 3.]
Fig. 9.6Examples of changes in diffraction gain with fresnel gap

where λ is the wavelength of the signal carrier. The area enclosed within the first concentric ellipse is called the first Fresnel zone, and the area between the (n-1)th and nth concentric ellipses is called the nth Fresnel zone. The distance between the target point Tn and the line-of-sight connection of the transmitter and receiver is denoted by h. The distance between its projection on the line-of-sight (i.e., the direct path) and the distances to the transmitter and receiver is given as d1 and d2, respectively.
After the navigation satellite signal passes through any point on the illustrated ellipse to reach the receiver, the difference in propagation path distance compared to the direct path distance to the receiver is denoted by Δd, which yieldsΔd=STn+TnR-SR=d11+hd1+d21+hd2-d1+d2
 (9.2)



The phase difference between the two isΔφ=2πΔdλ
 (9.3)



When the target is within the first Fresnel zone, i.e., n=1, h≪d1, then the following approximate expression is available [4]:Δd≈h2d1+d22d1d2
 (9.4)


Δφ≈πh2d1+d2λd1d2
 (9.5)



The size of the extent of the first Fresnel zone is defined by the radius r1, which isr1=λd1d2d1+d2
 (9.6)



The proportion of an airborne moving target that enters the area from outside the first Fresnel zone is called the Fresnel gap u. The value of u is negative when the target is outside the first Fresnel zone, zero for u when the target is in the center of the Fresnel zone, and positive for u when the target leaves the Fresnel zone and thereafter. The numerical size of the Fresnel gap u is defined asu=hr1
 (9.7)



Based on the target type and its motion process, the diffraction transmission of navigation satellite signals can be analyzed in two models: unilateral and bilateral.
Assuming that Eo is the field strength of the navigation satellite signal in free space, the unilateral model isEdEo=F(v)=1+j2∫v∞exp-jπz22dz
 (9.8)


where F(v) is the Fresnel integral that varies with the Fresnel diffraction parameter v, which is often solved by looking up tables or approximate calculations. At this point, the gain from diffraction (expressed in dB units) isGsingle=20lgFv
 (9.9)



As the target crosses the first Fresnel zone, diffraction occurs at both the front and rear edges, and the received signal is the sum of the diffraction signals from both ends, thus forming the bilateral model. The field strength of the diffraction signal from the target's front edge isF(vfront)=1+j2∫vfront∞exp-jπz22dz
 (9.10)



The field strength of the diffracted signal from the target’s rear edge isF(vback)=1+j2∫-∞vbackexp-jπz22dz
 (9.11)



According to Eqs. (9.10) and (9.11), the gain produced by bilateral diffraction isGdouble=20lgFvfront+Fvback
 (9.12)



Examples of the changes in diffraction gain with the position of the target's front edge in both unilateral and bilateral diffraction modes are shown in Fig. 9.6a and b. In the case of unilateral diffraction, an infinite plate enters the first Fresnel zone from the position of u<0, and the front end of the flat plate moves from the position of u=-2 to the position of u=3, with the diffraction gain gradually decaying as the target enters; in the case of bilateral diffraction, a sphere is selected as the target, and the length of its crossing the Fresnel zone is the radius of the first Fresnel zone, and the front end of the target moves from the position of u=-2 to the position of u=3. When the target completely enters the first Fresnel zone, the diffraction gain will have a brief peak, and the received signal power will show a “W” type change.

9.1.2 Field Test Analysis and Validation
	1.
Backscatter configuration experiment

 





For the airborne moving target detection experiment based on the backscattering configuration, commercial airplanes near the Capital Airport were selected as the objects. The experiment was conducted on the morning of April 24, 2022, at the West Lake Garden Bagua Platform near Beijing Capital Airport (40°02′55"N, 116°02′56"E), as shown in Fig. 9.7.[image: An airplane is flying in the sky, labeled as "air target" in red text. Below, on the ground, there is an antenna setup labeled "antenna" in red text. The scene includes a railing and some trees, with buildings visible in the background.]
Fig. 9.7Backscattering configuration experiment site



The antenna parameters used for data collection are shown in Table 9.1. A right-hand circular polarization antenna was used to receive direct signals from BeiDou navigation satellites, while a left-hand circular polarization antenna received signals reflected off airplanes from BeiDou satellites. After down-conversion to intermediate frequency, the signals were sampled, quantized, and stored for data processing as depicted in Figs. 9.3 and 9.4.Table 9.1Antennas used in the experiment

	Antenna number
	Antenna type
	Maximum gain
	Installation
	Polarization mode

	1
	Omnidirectional antenna
	2.8dBi
	Set rigidly in place
	RHCP

	2
	Omnidirectional antenna
	5.5dBi
	Set rigidly in place
	RHCP

	3
	Directional antenna
	10dBi
	Set rigidly in place
	LHCP

	4
	Directional antenna
	13dBi
	Hand-held aligned aircraft
	LHCP




During the experiment, the flight path of the commercial airplane and the antenna coverage area are illustrated in Fig. 9.8. Data collection started at 12:42:29, with Air China flight CA1712 departing around 12:41, flying from north to south. It entered the coverage area of antenna 3 at 12:42:48, while the distribution of BeiDou navigation satellites during this period is shown in Fig. 9.9. Satellites No. 2, No. 7, No. 10, No. 30, and No. 36 all formed backscattering geometric relationships.[image: Diagram illustrating the flight path of CA1712 near Beijing Capital International Airport (BCIA). The airport is marked in green at the top, with a northward arrow. The flight path is shown as a vertical line with three airplane icons. An antenna position labeled "BCIA Xihu Part" is indicated with a pink circle and arrow, projecting a blue beam with an eastward orientation and a beam width of ±30 degrees.]
Fig. 9.8Flight trajectory and antenna coverage of the civil aircraft during the experiment


[image: Map showing East Asia and surrounding regions with yellow arcs and red dashed boxes indicating specific areas. Locations are marked with numbers such as 637, 640, and 641. A blue pin is placed near Japan. Countries like China, India, and Russia are labeled. The map highlights geographical and possibly satellite or flight path data.]
Fig. 9.9Distribution of Beidou navigation satellites during the experiment



Flight CA1712 entered the antenna's coverage area (satellite No. 36) 16.8 s after the receiver was activated and left the coverage area (satellite No. 2) after 21.6 s. The data processing results showed that compared to the signal received by the direct antenna (the reference channel in Fig. 9.3), the signal received by the reflected antenna (the monitoring channel in Fig. 9.3) had a frequency offset range of -5Hz∼-20Hz, and the observation results from the five navigation satellites were consistent. However, there were noticeable differences in the delay after the correlative processing of direct and reflected signals for the five satellites, with coherent integration time results for 20 ms as shown in Table 9.2.Table 9.2Detection results for each satellite

	Satellite PRN
	Start time/s
	Termination time/s
	Latency/us
	Doppler/Hz

	30
	19.1
	19.5
	0.68
	−10

	7
	17.88
	18
	0.23
	−5

	36
	16.8
	17.3
	0.71
	−10

	10
	17.4
	17.7
	0.45
	−10

	2
	21.24
	21.6
	1.03
	−20




Figure 9.10 presents the time-delay Doppler correlation results for satellites No. 36, No. 10, No. 30, and No. 2 in chronological order, clearly demonstrating that BeiDou navigation satellite signals can effectively detect airborne moving targets under this geometric configuration.[image: Heatmap figure with four panels labeled (a) to (d), each representing data from different satellites: No. 36, No. 10, No. 30, and No. 2. Each panel displays a heatmap with Doppler frequency on the y-axis and time delay on the x-axis. A color bar indicates normalized amplitude from 0 to 1. A highlighted area labeled "target" is marked in each panel, showing a concentration of data points. The heatmaps illustrate variations in signal characteristics across different satellites.]
Fig. 9.10Time-delay doppler correlation values for each BeiDou satellite


	2.
Forward scattering configuration tests

 





The analysis in this section is based on experimental data conducted on November 23, 2020, at the Shengli Airport in Dongying, Shandong, focusing on the changes in navigation satellite signals under the Fresnel zone diffraction conditions introduced in the previous section. Two types of antennas, omnidirectional and directional, were used, with their specifications listed in Table 9.3. Signals were down-converted to intermediate frequency after reception, then sampled, quantized, and processed using custom target detection software developed by the author's research group.Table 9.3Parameters of forward scattering reception antennas

	Antenna type
	Antenna usage
	Operating frequency
	Antenna gain
	Polarization mode

	Omnidirectional antenna
	Receive direct signal
	GPS L1 (supports B1 signal)
	3dBi
	RHCP

	Directional antenna (±20∘)
	Receive diffraction signals
	GPS L1
	10dBi
	RHCP




The airborne moving target during the experiment was a Cessna 172R small trainer aircraft, with a length of 8.2 m and a wingspan of 11 m training aircraft of the experimental site is shown in Fig. 9.11, with the reception antenna located on the west side of the airport runway, positioned horizontally facing east at a radial distance of about 450 m from the airplane runway, as the trainer aircraft took off heading north across the detection area.[image: A composite image showing two scenes. On the left, an aerial view of Dongying Shengli Airport with a marked distance of 448 meters between two points, indicated by a green dashed line. The runway is visible with a red arrow pointing along its length. On the right, a photograph of an aircraft in flight above a grassy field, with a fence in the background.]
Fig. 9.11Schematic of the experimental site



The distribution of visible navigation satellites at the data collection moment at 13:20 is shown in Fig. 9.12. Based on the double-base angle range of the forward scattering configuration, the signal from satellite No. 24 was selected for observation.[image: Radar chart displaying multiple data points connected by green lines within a circular grid. The chart is divided into sections with labeled axes: R, V, and P. A shaded blue area highlights a specific section, and black arrows indicate direction or magnitude. The chart is surrounded by a blue circular border.]
Fig. 9.12Visible satellite distribution at the time of data collection



By inserting the actual physical dimensions of the airborne target and the experimental scenario into Eq. (9.6), the radius of the first Fresnel zone traversed by the aircraft during takeoff was calculated to be 10.7 m, comparable to the target's size. In the first data set, with only a single target taking off through the detection area, a “V” shaped attenuation change occurred in the received signal amplitude as the target crossed the first Fresnel zone between satellite No. 24 and the receiver, as shown in Fig. 9.13. The duration of this change approximates the time the aircraft stayed within the first Fresnel zone.[image: Graph showing amplitude changes over time. The x-axis represents time in seconds, and the y-axis represents amplitude in decibels. A significant amplitude change is marked as "Target 1" around 20 seconds, labeled "V-amplitude change." Detection time is noted as 13:21, and "PRN 24" is indicated. The graph line fluctuates, with a notable dip at the marked target.]
Fig. 9.13Signal amplitude as the target crosses the first Fresnel zone once



In the second data set, the aircraft took off and circled above the airport, crossing the first Fresnel zone multiple times, resulting in several “V” shaped attenuation changes in the received signal, as shown in Fig. 9.14. As the aircraft circled back and forth, its radial distance from the ground-based receiver increased, thus enlarging the radius of the first Fresnel zone. During the experiment, situations occurred where the aircraft completely entered the first Fresnel zone, causing “W” shaped changes in the received signal attenuation (Target 3 in Fig. 9.14), and the time the aircraft stayed within the first Fresnel zone increased.[image: A line graph depicting data over time, with the x-axis labeled in units and the y-axis labeled in percentages. The graph features a yellow line showing fluctuations, with notable dips highlighted by red dashed lines and annotations in red text. Blue dashed boxes with text indicate specific events or anomalies. A legend in the bottom right corner identifies the line as "24小时." The top right corner displays a timestamp in blue text.]
Fig. 9.14Signal changes as the target crosses the first fresnel zone multiple times (Note Targets 1–4 in the figure refer to the sequence of appearances of the same target)



This experimental data processing result indicates that when an aerial mobile target appears multiple times within the Fresnel zone, it can be identified from the changes in the received signals. However, if multiple different targets appear simultaneously within the detection area, additional observational quantities are needed for identification, such as data from multiple navigation satellites, adding more antennas, or networking ground receivers.


9.2 River Boundary Detection
Rivers, defined as bodies of water that collect on the earth's surface from precipitation or ground emergence and flow along depressions under the influence of gravity, play a vital role in maintaining the earth's water cycle, energy balance, climate change, and disaster monitoring. With the intensification of human activities, rivers have evolved from a natural attribute to a “nature-human” dual attribute. Currently, contact-based cableway wireless flow measurement at water level stations is the common method for river monitoring. This method, while consuming significant financial and material resources, fails to meet the demands of complex environments such as wind, rain, flood seasons, etc., resulting in sparse or missing hydrological stations in remote and climatically harsh areas of China, and thus limited river hydrological information. The development of remote sensing technology has introduced various river monitoring methods, including photography [5], UHF ground wave radar [6], active and passive microwave radar [7], and satellite multispectral imaging [8], supplementing large-scale and underdeveloped area observations to some extent. Optical monitoring results depend on the composition of the study area, climate conditions (e.g., cloud, rain), and its resolution, and satellite optical sensors can only extract river distribution without obtaining flow velocity or water level information. Similar to optical sensors, satellite synthetic aperture radar with microwave imaging can provide river distribution information under complex climate conditions.
As an important carrier of surface water resources and a basic unit of water resource management, real-time monitoring of river boundaries, flow velocity, water levels, and flow rates is crucial. As mentioned, GNSS reflection signals can extract physical parameters such as soil moisture from the reflection ground in Earth observation. The application of this technology to detect river boundaries, differentiating between river water and banks (soil or concrete materials), and solving suitable models and observational quantities is the focus of this section.
9.2.1 Detection Principle Analysis
As previously mentioned, the detection of river boundaries using GNSS reflection signals can employ either a dual-antenna mode or a single-antenna mode. The former offers a broader application scope, utilizing not only satellite-based but also airborne and ground-based geometric configurations for data collection; the latter is limited to ground-based geometric configurations, as illustrated in Fig. 9.15, which shows a schematic of the ground-based GNSS reflection signal application geometry. With the movement of navigation satellites, the specular reflection point corresponding to the ground-fixed receiver will form a continuous trajectory of position changes on the earth's surface. When the GNSS antenna is near a river, part of the specular reflection point trajectory falls on the river surface, and another part on the riverbank. Due to the different dielectric constants of river water and riverbanks (usually non-water materials such as soil), the navigation satellite signals reflected by the river and the banks will differ in amplitude, phase, or frequency. This forms the physical basis for distinguishing river water from riverbanks based on GNSS reflection signals. Since river boundaries are line-shaped targets and considering the slow movement speed of the specular reflection points formed by the movement of navigation satellites, river boundaries can be viewed as a series of curves connected by nearly straight lines. Detecting river boundaries can thus be simplified to solving for each approximate straight line endpoint. This is the physical basis that allows GNSS reflection signals to detect river boundaries. Moreover, since most riverbanks have a certain slope relative to the river surface, the rate of change of time delay for GNSS signals reflected by the river and the banks, relative to the direct signal, also differs. That is, the rate of change of time delay for the direct signal can also be used as an observational quantity for feature extraction and inversion of river boundaries.[image: Diagram illustrating a GNSS satellite transmitting a direct signal to a GNSS receiver and a reflected signal off a water stream. The GNSS receiver is shown on a pole, and the stream is labeled. The image includes arrows indicating signal paths and labels such as "GNSS satellite," "GNSS Direct signal," "Reflected GNSS Signal," and "streams." The background shows a landscape with water and greenery.]
Fig. 9.15Schematic of ground-based GNSS reflection signal application geometry


	1.
Solving for Reflection Coefficient Magnitude Value

 





Similar to Sect. 7.​3, when employing a single-antenna mode with a ground-based geometric configuration, the carrier-to-noise ratio (C/N0) sequence outputted by the GNSS receiver is fitted with a polynomial, yielding:C¯=∑i=03aiθi
 (9.13)


where the polynomial order is taken as 3rd order, a0∼a3 is the fitting coefficient and θ is the satellite altitude angle. Equation (9.13) is also known as the slowly varying term of the C/N0 sequence. Subtracting the fitted slowly varying term from the original C/N0 sequence results in the following, also known as the oscillating term of the C/N0 sequence:C~=C-C¯=2AdArcosφdr
 (9.14)



The definitions of Ad and Ar are the same as in Chapter 7, representing the amplitudes of the direct and reflected signals, respectively, and φdr is the phase of the oscillating term. Transforming the oscillating term using the slowly varying term yieldsrrd=C~C¯=2AdArAd2+Ar2cosφdr=2r~rd1+r~rd2cosφdr
 (9.15)


where r~rd=ArAd. The result after further Hilbert transform of (9.15) is written asr^rd=Hrrd
 (9.16)



Then the envelope and phase of rrd are respectivelyrrd=rrd2+r^rd2
 (9.17)


φ^dr=arctgr^rdrrd
 (9.18)



Combining the above equations yields the expression r~rd asr~rd=1-1-rrd2rrd
 (9.19)


	2.
Grid-based Reflection Coefficient Magnitude

 





To match the specular reflection points with points on river boundaries as closely as possible, a grid division method is used here. That is, two parameters, the elevation angle θ and the azimuth angle ϕ, are used to generate the grid of elevation-azimuth observation units, so that they satisfy the following constraints:i-1·Δθ≤θ<i·Δθj-1·Δϕ≤ϕ<j·Δϕ
 (9.20)


where Δθ and Δϕ are the grid intervals for elevation angle and azimuth angle and i,j is the grid number. The reflection coefficient magnitude values obtained from the inversion of the navigation satellite data are mapped to the corresponding grids, and the corresponding dielectric constants ε^ij are obtained based on the following optimization operator, i.e.ε^ij=argminεr∑n=1Nr~rdni,j-r~rdεr2
 (9.21)


where r~rdεr is the theoretical model value of r~rd, r~rdni,j is the measured value of r~rd within the grid i,j, and N is the number of observed points in the corresponding grid i,j.	3.
Identification of River Water and Banks

 





Once the grid-based elevation-azimuth observation units correspond one-to-one with the dielectric constant of the reflection surface, it is possible to distinguish between river water and banks. In other words, this is a simple binary classification problem, although the feature quantity and observation data are relatively complex. The essence is to match the dielectric constant in the grid with river water/banks. To improve the accuracy of the match, the adaptive threshold segmentation method based on the maximum inter-class variance has good performance, especially suitable for application scenarios where the threshold of received data changes at any time due to the movement of navigation satellites [9]. Taking the gridded data on each azimuth angle as the segmentation object, the maximum inter-class variance of three thresholds is set as:k^j1,k^j2,k^j3=argmin0<kj1<kj2<kj3<LjσBj2kj1,kj2,kj3
 (9.22)


where Lj is the maximum value of the dielectric constant at the jth azimuth; kj1, kj2 and kj3 are the corresponding three segmentation thresholds;σBj2 is the interclass variance of the dielectric constant, defined asσBj2=∑i=03ωjiμji-μjT2
 (9.23)


where μjT is the mean value of the dielectric constant at the jth azimuth;μji is the intraclass mean value of class i of them; ωji is the proportion of elements in class i. When there are both river and riparian observations on the jth azimuth, the classified objects show bimodal characteristics. kj1 and kj3 are located near the clustering points of riparian and river observations, respectively, and kj2 is located in the fuzzy area of river and riparian observations. When there are only river or riparian observations in the jth azimuth, the classified objects show single-peak characteristics, and kj1 ~ kj3 are all located near the river or riparian observations. Therefore, the difference between kj1 and kj3 can be used as a criterion to determine whether the classified object has both river water and river bank observations. When the difference is greater than the set value, it is judged that there are both river water and river bank observations, otherwise, it is judged that there are only river water or river bank observations. kj2 can be used as a criterion for river water and river bank observations, i.e., if the observation value is greater than kj2, the observation value is judged to be river water, and if the observation value is less than kj2, the observation value is judged to be river bank. In order to reduce the influence of noise on the judgment, the number of observations judged as river water or river bank should be greater than a predefined threshold. Figure 9.16 showing the judgment process of river water and river bank, the specific steps are as follows:	(1)
Read the observation value for the jth elevation  angle.

 

	(2)
Solve for three segmentation thresholds using the maximum inter-class variance.

 

	(3)
Decide whether the absolute difference between kj1 and kj3 is greater than the set threshold Th1. When it is less than Th1, go to step 4); when it is greater than Th1, go to step 5);

 

	(4)
Solve for the mean value of all observations on the jth azimuth mj, mj is greater than the set threshold Th4 Decide that all observations on the jth azimuth are river water, otherwise decide that all observations are river bank.

 

	(5)
Determine whether the number of observations greater than k j2 n+kj2 is greater than the set threshold Th2 and the number of observations less than k is greater than the set threshold T.j2 n-kj2 is greater than the set threshold Th3. If the judgment is not satisfied, return to step 4).

 

	(6)
The ith observation on the jth azimuth oji greater than kj2 is judged to be a river and less than kj2 is judged to be a riverbank.

 

	(7)
When i ≤ total number of jth azimuth observations Nj, jump to step 6) for the judgment of the next observation; when it is greater than, go to step 8).

 

	(8)
When j ≤ total number of azimuth grids N, jump to step 1) to process the next azimuth observation; when it is greater than that, jump out of the loop and the judgment is complete.

 




[image: Flowchart illustrating a process for determining river and river bank using elevation angles. It begins with reading elevation angles, followed by applying the OTSU method for threshold determination. The flowchart includes decision points comparing variables like \(m_1\), \(g_{a1}\), \(T_h\), \(k_1\), \(k_2\), \(N_1\), and \(N_2\). Outcomes lead to determining either the river or river bank, with loops for adjusting indices \(j\) and \(r\). The process concludes with an end point.]
Fig. 9.16Decision process for water and banks



The threshold Th1 is set to |oT1-oT2|/2 (where oT1 and oT2 are the theoretical values of the two categorical object attributes, i.e., the theoretical values of the river and riparian observations, respectively); Th2 and Th3 are set to 10% of the total number of categorical pairs; and Th4 is set to |oT1+oT2|/2.	4.
Determining River Boundaries

 





After accurately identifying river water and riverbanks, attributes of each specular reflection point are determined within the gridded elevation and azimuth observation units. To extract river boundaries, these gridded observation units, generated by the parameters elevation angle () and azimuth angle (), are remapped onto the terrestrial region where the river is located, establishing the geometric coordinates of the corresponding points. As illustrated in Fig. 9.17, using the GNSS antenna's projection point on the horizontal plane as the origin, and with the horizontal plane as the east-north plane, an east-north-sky right-angled coordinate system is established. The mapping relationship between the gridded elevation-azimuth observation units and the spatial domain is as followse=hrsinϕ/tanθn=hrcosϕ/tanθ
 (9.24)


[image: Diagram illustrating a transformation between two domains. On the left, a grid labeled "elevation-azimuth domain" with a highlighted green square and an arrow pointing to a corresponding green square on the right grid labeled "space domain." Mathematical expressions are shown: \( e = \frac{h_r}{\tan \theta} \sin \phi \) and \( n = \frac{h_r}{\tan \theta} \cos \phi \). Axes are labeled \(\phi\), \(\theta\), \(N\), and \(E\). A gray segment is marked as "the \(j^{th}\) segmentation of objects."]
Fig. 9.17Schematic of the mapping of the altitude angle-azimuth domain and the spatial domain (where hr is the vertical distance between the receiver antenna and the horizontal plane)



After the river and the riverbank are identified, the points where the river is close to the riverbank are taken as the river boundary points. The altitude and azimuth angles of the detected boundary points form the set {θ1,ϕ1;θ2,ϕ2;⋯;θM,ϕM}. The set is mapped to the spatial domain {eb1,nb1;eb2,nb2;⋯;ebM,nbM} using Eq. (9.24). Assume that the river boundary in the field of view is linear in the established Cartesian coordinate system, i.e.nb=p1·eb+p2
 (9.25)


where eb and nb are the eastward and northward coordinates of the river boundary, respectively;p1 and p2 are the linear coefficients of the river boundary, which can be obtained by fitting of the following form.p^1,p^2=argminp1,p2∑i=1Mnbi-p1ebi+p22
 (9.26)



To further improve the extraction accuracy of the river boundaries, a cyclic fitting approach can also be used, which involves:	(1)
The identified river boundary points are fitted through Eq. (9.26) to obtain p1 and p2.

 

	(2)
Calculate the distance from each boundary point to the fitting result, i.e., Eq. (9.25).di=p1ebi-nbi+1p12+1
 (9.27)




 




	(3)
If the maximum distance of the detected boundary points exceeds a predefined threshold Tloop, the point with the maximum distance is excluded, and the process returns to step 1); if it is below the threshold, end the loop and output p1 and p2.

 






9.2.2 Simulation Analysis and Verification
Using actual ephemerides of navigation satellites, theoretical calculations and numerical analyses were performed with different types and structural compositions of river water and banks.	1.
Scenario Setup

 





The GNSS receiver's fixed ground position is set at (37.4475°N, 119.0100°E), with the GNSS receiving antenna 3.5 m above the river surface. The river boundary in the field of view is regarded as a perfect straight line. The linear equation of the river boundary in Scenario one is nb=-15, with the river running east–west and the river boundary 15 m horizontally from the GNSS antenna. The slope of the river bank is 1.9°. Figure 9.18a and b show its side view and top view, respectively. In Scenario two, the linear equation of the river boundary is nb=eb-10, with the azimuth angle of the river at 45°, the horizontal distance of the GNSS antenna from the river boundary is 7.07 m. The slope of the river bank is also 1.9°, as shown in the side and top views in Fig. 9.18c and d.[image: Diagram showing two scenes with side and top views, illustrating GNSS antenna locations and river boundaries. \\n\\n- Scenario 1: \\n - (a) Side view: GNSS antenna positioned at an angle, with a river boundary marked.\\n - (b) Top view: GNSS antenna location with directional arrows labeled N0° and E90°, showing river flow.\\n\\n- Scenario 2:\\n - (c) Side view: Similar GNSS setup with a different angle, river boundary indicated.\\n - (d) Top view: GNSS antenna location with directional arrows, river flow depicted with wavy lines. \\n\\nKey elements include directional arrows, river boundaries, and GNSS antenna positions.]
Fig. 9.18Side and top views of the simulation scene



Data collection was done on June 19, 2021, limiting satellite elevation angles to 5°−40°. The satellite sky plot during this period, based on actual GNSS ephemerides, is shown in Fig. 9.19. This demonstrates the broader azimuthal coverage due to the higher number of GPS and BeiDou satellites in orbit compared to GLONASS and Galileo. GLONASS satellites, with their higher orbital inclinations, cover a larger azimuthal area. The plot only includes medium earth orbit navigation satellites; their inclined orbits result in poorer coverage at low northern elevation angles, affecting detection capabilities in that direction.[image: Four radar charts comparing satellite systems: (a) GPS in blue, (b) Galileo in red, (c) GLONASS in purple, and (d) BeiDou in teal. Each chart displays data on a circular grid with angles labeled from 0 to 360 degrees and concentric circles indicating values from 0 to 90. The charts illustrate the distribution and coverage patterns of each satellite system.]
Fig. 9.19Sky Plot of GPS, Galileo, GLONASS and BeiDou navigation satellites



Gaussian white noise was added to both direct and reflected signals during data calculation, and antenna gains were based on actual directional antenna data used by the research team.	2.
Numerical Calculation Results

 





The intervals for the gridded dielectric constants in elevation and azimuth angles were set as ∆θ = 0.2° and Δϕ=1.0∘ respectively. Figures 9.20 shows the distribution of the dielectric constant in the elevation-azimuth domain for Scenario one. Despite minor oscillations in the dielectric constant due to the envelope of the reflected coefficient amplitude r_rd estimated by Hilbert transform, causing weak periodic changes with elevation angle, a clear difference exists between the dielectric constants in river water and riverbank areas.[image: Contour map showing azimuth angle versus satellite elevation angle in degrees. The map features color gradients from blue to yellow, representing values from 10 to 90, as indicated by the color bar on the right. The azimuth angle ranges from -150° to 150°, and the satellite elevation angle ranges from 5° to 30°.]
Fig. 9.20Distribution of dielectric constant in elevation-azimuth domain for scenario one



To verify the effectiveness of the maximum inter-class variance method in distinguishing between river water and riverbanks, two datasets were analyzed: one containing both river water and riverbanks (azimuth angles 0° ~1° in Fig. 9.20) and another consisting solely of riverbanks (azimuth angles 146° ~147° in Fig. 9.20), as shown in Fig. 9.21a and b. For the dielectric constant series at azimuth angles of 0° ~1°, the three thresholds determined by the maximum inter-class variance method are 31.28, 52.15, and 78.97. Threshold 1 (31.28) is near the riverbank's dielectric constant, and threshold 3 (78.97) is near the river water's dielectric constant, with the difference between the two thresholds being 47.69. Threshold 2 (52.15) effectively segments the inverted dielectric constants into two distinct intervals for river water and riverbanks. For the dielectric constant series at azimuth angles of 146° ~147°, the three thresholds are 17.70, 22.60, and 36.98, all located near the riverbank's dielectric constant. The difference between thresholds 1 (17.70) and 3 (36.98) is 19.28, significantly less than the difference for the first dataset at azimuth angles 0° ~1°. Hence, the difference between thresholds 1 and 3 can indicate the properties of the classified object, while threshold 2 can be used for segmentation between river water and riverbanks.[image: Two X-Y charts comparing measured dielectric constants against satellite elevation angles. \\n\\nChart (a) shows data for both river water and riverbanks, with red dots representing measured values. Three threshold lines are indicated: Threshold 1 (blue dashed), Threshold 2 (purple dashed), and Threshold 3 (black dotted).\\n\\nChart (b) displays data for riverbanks only, with similar threshold lines and red dots for measured values. The x-axis is labeled "satellite elevation angle (°)" and the y-axis is labeled "Measured dielectric constant."]
Fig. 9.21Example of inverted dielectric constant sequence data


[image: Two X-Y charts depicting river boundary determination results for two scenarios. \\n\\nChart (a) shows Scenario 1 with a color gradient from blue to yellow indicating depth, and vectors representing flow direction. The river boundary is marked with a blue line.\\n\\nChart (b) illustrates Scenario 2 with similar color and vector representations. The river boundary is also marked with a blue line, showing a different configuration. \\n\\nBoth charts include axes labeled "X(m)" and "Y(m)" with numerical scales.]
Fig. 9.22Results of river boundary determination



The thresholds Th1 ~ Th4 set when determining the river boundary are 20, 8, 8 and 55 (the four thresholds in Fig. 9.16), and the threshold Tloop for the loop fitting is set to 4, then the river boundaries determined in Scenario 1 and Scenario 2 are nb=-0.05eb-15.81 and nb=0.99eb-11.06, respectively, and the root-mean-square errors are 1.47 m and 1.13 m. The results of determining the river boundaries in Scenario 1 and Scenario 2 are shown in Fig. 9.22a and b, respectively.
Analysis of the Numerical Simulation Results has shown that the threshold value Tloop set during the cycle fitting process is closely related to the accuracy of river boundary determination.


9.3 Surface Water Body Identification
Beyond rivers, the Earth's surface features lakes, seas, glaciers, etc., collectively referred to as water bodies, crucial components of the Earth's hydrosphere. These water bodies play a significant role in climate regulation, biodiversity conservation, and human convenience. Different water bodies support agriculture, inland navigation, hydropower, flood control, and tourism, greatly advancing human civilization. Rapid changes in water and land distribution in many areas due to human activities necessitate large-scale water body observation to support global ecological protection and respond to global environmental changes. Inland water body identification methods align with those for detecting river boundaries, utilizing both satellite optical and microwave remote sensing. Using Reflected GNSS Signals sensitive to water and non-water bodies can achieve high-performance water body identification. Additionally, satellite-borne Reflected GNSS Signals offer advantages like abundant signal sources and L-band frequencies that penetrate clouds, rain, and vegetation. Research on water body identification methods using Reflected GNSS Signals can complement other satellite remote sensing methods, offering broad prospects for widespread use.
9.3.1 Water Body Identification Process
The principle of surface water body identification, similar to river water/riverbank identification, is based on the fundamental characteristic that water and non-water materials impact Reflected GNSS Signals differently. The specific remote sensing application depends on the geometric structure and receiver type. Surface water body identification differs from river boundary determination, with the former identified as a planar object (two-dimensional space) and the latter as a linear target (one-dimensional space). For linear targets, the simulation calculations considered the inclination between the target and the ground plane. For planar targets, surface roughness affects the reflected signal, with rougher surfaces causing more non-coherent components in the reflected navigation satellite signals. The amount of non-coherent components directly impacts the signal-to-noise ratio of reflected signals. Since water surfaces are smoother compared to soil, rocks, vegetation, etc., identifying water bodies using the signal-to-noise ratio of reflected signals, especially in satellite-borne Reflected GNSS Signals applications, can be highly effective. This section introduces a typical case of water body identification based on CYGNSS satellite data to illustrate the implementation method and performance of this application.	1.
Extraction of Observation Quantities

 





For surface water body identification, the observation quantity uses the peak signal-to-noise ratio of two-dimensional delay-Doppler correlation power, given by:SNR=10log10Ppeak-NfloorNfloor
 (9.28)


where Ppeak is the DDM peak correlation power and Nfloor is the floor-noise correlation power, which can be obtained by averaging the correlation power in the delay-Doppler region of the no-signal [10]. Quality control of peak signal-to-noise ratio data is crucial for enhancing surface water body identification. If the signal-to-noise ratio is too low, indicating excessive noise in the reflected signal, it becomes difficult to extract valid information, decreasing the identification rate. Additionally, antenna gain changes with the navigation satellites’ movement and the movement of the reception platform (such as low-earth orbit satellites or aerial vehicles), affecting data quality if the received signal comes from a direction with lower antenna gain.	2.
Processing of gridded data

 





Similar to the gridding in Sect. 9.2, the main purpose here is to categorize and count the unevenly distributed data in space by gridding, to find representative or trend values in a region, and to reduce the influence of chance data. The size of the grid is first determined according to the requirements of the resolution of the water body identification, and commonly used grids are equidistant grids with equal margins, e.g. 1 and 3 km, etc. [11]. The data within the same grid is used for arithmetic calculation. Data within the same grid are determined by arithmetic averaging. Based on the spaceborne GNSS reflection signal recognition of water bodies, the determination of the grid distance also needs to take into account the moving speed of the navigation satellite, the moving speed of the receiving platform satellite, as well as the sampling frequency of the specular reflection point track and other values, as far as possible, to ensure that the coherent integration and non-coherent integration results in the same grid range, to fully reflect its mean value characteristics. Secondly, the geometric position corresponding to each data sample point and the standard grid are mapped one by one to obtain the spatial distribution of the reflection signal data.	3.
Water body identification method

 





The identification of surface water bodies is a typical binary segmentation problem, and the key is the selection of the threshold value. By counting the range of signal-to-noise ratios of reflected signals from non-water bodies and water bodies, and finding the common value of the intersection between the two, the threshold can be determined; it is also possible to traverse all the signal-to-noise ranges with equal spacing, segmenting each threshold to be traversed and comparing them with the known results to derive the statistical values of the correct rate, the false alarm rate, and so on, so as to obtain the approximation of the threshold-correctness curve, which is used to determine the threshold for subsequent recognition. The former method is used when the statistical characteristics of water and non-water reflections are known; the latter method requires artificial setting of thresholds and their intervals, which will be different from the actual threshold-correct rate relationship, but if the threshold interval is set small enough, good approximate results can be achieved.
Regardless of which method determines the threshold value, the setting can be used to generate a binary segmentation image at that threshold value to determine the result of the water body identification. For example, values below the threshold are noted as 0, indicating a non-water body; conversely, values above the threshold are noted as 1, indicating a water body.

9.3.2 CYGNSS Data Validation
As mentioned in Chap. 1, CYGNSS is a small 8-star constellation launched by the United States for tropical cyclone monitoring that makes publicly available four levels of data, including: raw digital intermediate frequency data (L0), bistatic radar scattering cross-section correlated data (L1), sea surface wind speed and mean square slope orbit-level products (L2), and sea surface wind speed and mean square slope gridded products (L3). The data corresponding to Formula (9.28) is from L1 [12].
Publicly available data for January-December 2020 are selected here, with comparative data being the global land surface water product, which has a resolution of 500m [13]. Since the selected grid scale is 3km, the standard water body data need to be downsampled to complete the spatio-temporal matching. Due to the selected grid scale of 3km, standard water data needs to be downsampled for spatiotemporal matching. To demonstrate the applicability of the water body identification method under different terrain conditions, areas such as the northern part of the African continent around the Nile River, the lake groups around the East African Rift Valley, the Congo River Basin in Africa, and the Amazon River Basin in South America were selected as identification objects. The Nile River in the northern part of Africa flows through climates such as the tropical savanna and desert, with a relatively small flow volume, and the surrounding terrain environment is mainly bare desert and savanna; the lake groups in the East African Rift Valley are south of the equator, with the surrounding terrain environment mainly grassland and rock; the Amazon and Congo rivers are both located on the equator, situated in the world's first and second-largest tropical rainforests, respectively, with dense forests, abundant rainfall, and primarily forested surroundings.	1.
Congo River Basin

 





The Congo River Basin is located on the equatorial line, with latitude and longitude ranging from 15 to 25°E and 5°N to 5°S, surrounded by typical tropical rainforest terrain. After downsampling terrain data, a standard 3 km grid data representation is shown in Fig. 9.23 for the Congo River Basin.[image: Map showing a network of yellow lines on a blue background, representing geographical features such as rivers or roads. The map is labeled with longitudes on both axes, ranging from 15° to 25° on the horizontal axis and -5° to 5° on the vertical axis.]
Fig. 9.23Standardized 3 km grid data for the Congo river basin



Due to the lack of statistical information on water and non-water bodies, finding the optimal threshold for water body identification is challenging. Thus, the second method of threshold determination is used, traversing the 0 to 20 dB range, with a threshold interval set to 0.1 dB. Figures 9.24a–d show the water body identification results for thresholds of 3 dB, 6 dB, 9 dB, and 12 dB, respectively. When the threshold is lower, larger land areas are identified as water bodies; when the threshold is higher, only the larger main rivers are successfully identified, while smaller tributaries or seasonal rivers are identified as land. At a threshold of 8.7 dB, the water body identification in the Congo River Basin is optimal, achieving an accuracy rate of over 90.64%.[image: Geographical map figure with four panels showing river networks in yellow against a blue background. Each panel represents different threshold levels: (a) 3 dB, (b) 6 dB, (c) 9 dB, and (d) 12 dB. The maps display variations in river visibility across longitudes 15° to 25° and latitudes -5° to 5°.]
Fig. 9.24Results of water body identification in the Congo river basin


	2.
Amazon basin

 





The latitude and longitude ranges of the Amazon River basin are set from 50°W to 70°W and 0° to 10°S, as shown in Fig. 9.25, a schematic diagram of the water bodies in the Amazon River basin. The Amazon River flows from east to west, with a clear distribution of main rivers and tributaries. Besides linear rivers, there are also patch-like lakes. At some tributary ends, there are unclearly bordered speckle-shaped features due to the overall humid climate of the basin, high soil moisture content, or the presence of seasonal lakes and wetlands.[image: A geographical map displaying a network of river systems in a color gradient from blue to yellow, indicating varying intensities or elevations. The map is labeled with longitudes ranging from -70° to -50° and latitudes from 0° to -10°. The intricate patterns suggest a detailed topographical analysis of the region.]
Fig. 9.25Schematic of water bodies in the Amazon River Basin



The results of water body identification for different thresholds in the Amazon River basin are shown in Fig. 9.26. Similar to the Congo River Basin, the Amazon River Basin shows that more land is determined to be water at lower thresholds, while the main river becomes clearer at higher thresholds, but tributaries are determined to be land. The optimal threshold determination follows the same process as the previous section, based on statistical accuracy, false positive rate, and false negative rate data. At a threshold of 3.8 dB, the best results are achieved with a water body identification accuracy rate of 90.93%.[image: Geographical map showing four subfigures of a region with varying thresholds: (a) 2 dB, (b) 5 dB, (c) 8 dB, and (d) 11 dB. Each map displays a network of yellow lines representing geographical features against a blue background. The maps are labeled with longitude and latitude coordinates, illustrating changes in feature visibility at different thresholds.]
Fig. 9.26Results of water body identification in the Amazon River Basin



Congo River and Amazon River Basin both are typical tropical rainforest climate, high precipitation, high river flow, and clear distribution. The binary segmentation method based on the signal-to-noise ratio of the GNSS reflection signal has better water body identification results. Both can obtain more than 90% correct rate under the premise of optimal threshold determination. However, the optimal thresholds of the two are different, the former is about 8.7 dB, while the latter is about 3.8 dB. The reasons for the difference are mainly:	(1)
In addition to being controlled by the equatorial low-pressure belt, the Amazon River is also affected southeast trade winds blow moisture from the Atlantic Ocean, leading to greater precipitation;

 

	(2)
The Amazon River flows through the plains, and the Congo River flows through the Congo Basin, the different terrain leads to different angles of incidence and reflection of satellite signals; at the same time
Additionally, the Amazon River has more tributaries, while the Congo River has relatively few tributaries;

 

	(3)
Although both are typical tropical rainforests, they have different vegetation cover.

 

	3.
East African Rift Valley

 





In the region to the east of southern Africa (27°E to 37°E, 0° to 20°S), surrounding the East African Rift, there are several large lakes, such as the largest crater lake, Lake Victoria; the world's second-deepest lake, Lake Tanganyika; and the narrow Lake Malawi to the south, collectively known as the East African Rift Valley lake group. These lakes are mostly formed by fault subsidence due to crustal movements of the East African Rift, as shown in Fig. 9.27, with the lakes’ shapes being elongated and their bottoms deep.[image: Map showing a geographical area with color-coded elevation data. Yellow regions indicate higher elevations, while blue areas represent lower elevations. The map is labeled with longitudes ranging from 28° to 36° and latitudes from -20° to -2°.]
Fig. 9.27-> East African Rift Valley Lake complex



Using the same threshold as the Congo River Basin, the water body identification results are shown in Fig. 9.28. It is clear that at a threshold of 6 dB, the boundaries of several lakes can be clearly seen, and some rivers’ flow directions are indicated. However, the SNR in the center of Lake Victoria in the north is lower than at the lake's boundary, with some grid points mistakenly identified as land. At a threshold of 6.5 dB, the water body identification results are optimal, with an accuracy rate of 82.94%.[image: A series of four geographical maps showing land coverage in yellow and water in blue, with varying thresholds of 3dB, 6dB, 9dB, and 12dB. Each map displays latitude from 0 to -16 degrees and longitude from 28 to 36 degrees. The maps illustrate changes in land and water distribution as the threshold increases.]
Fig. 9.28Results of water body identification for the East African Rift Valley lake complexes


	4.
Nile Basin

 





The Nile River Basin roughly spans from 30 to 40°E and from 10 to 30°N. The Nile flows from north to south, covering a wide latitude range with significant climate differences, as well as variations in rainfall and terrain. As shown in Fig. 9.29, the southern part of the Nile has many tributaries, forming a delta.[image: A geographical map displaying a region with varying elevations or features, indicated by different colors. The map includes a prominent yellow area, possibly representing higher elevation or a specific landform, surrounded by blue and green areas. Longitude is marked on the horizontal axis ranging from 30° to 40°, and latitude on the vertical axis from 10° to 30°.]
Fig. 9.29Water bodies in the Nile Basin



Figure 9.29a–d are the results of water body identification when the thresholds are 4 dB, 7 dB, 10 dB and 13 dB, respectively. It can be seen that, at lower thresholds, the main stream of the Nile River in the north is clearly identified, with an obvious flow direction, but in a large area on the south side of the watershed is misjudged. As the threshold increases," the trend of the main stream in the north becomes less obvious, and the south side of the tributary area reveals a clearer river network. The best identification results can be reached when the threshold value is about 11.8 dB, and the correct rate is approximately 82.96%.The results are similar to those of the East African Rift Valley and lower than those of the Congo and Amazon River basins (Fig. 9.30).[image: Geographical map showing four panels with varying thresholds of dB levels: (a) 4dB, (b) 7dB, (c) 10dB, and (d) 13dB. Each panel displays a color-coded map with latitude ranging from 10° to 30° and longitude from 30° to 34°. Yellow areas indicate higher dB levels, while blue areas represent lower levels. The maps illustrate changes in geographical coverage as the threshold increases.]
Fig. 9.30Results of water body identification in the Nile Basin



The Nile River Basin has smaller water flow and higher sediment content. Its tropical savanna climate, which alternates between dry and wet seasons, causes strong seasonal variations in water flow. The flood season can also lead to regular flooding, leaving fertile soil behind as the waters recede. Since the method described is based on averaging data over the year, it is challenging to identify these seasonal changes, and it is only possible to more accurately identify areas downstream of the Nile where the signal-to-noise ratio is higher. This means that the binary segmentation method has certain limitations in this region; more accurate identification results might be achieved with more data or by using other algorithms.
In addition, different topographies also have an impact on the results of the identification; the Congo River is located in a basin, and the Amazon River is in a plain, which makes it easier to clearly identify river network.


9.4 Summary
The applications of Reflected GNSS Signals are vast , both in areas traditionally covered by remote sensing means and in some new research areas. This chapter selectively introduces three novel applications: ground-based airborne target detection, ground-based river boundary detection, and spaceborne surface water body identification, all of which are major research directions being pursued by our research group.
Aiming at ground-based airborne target detection, the feasibility of utilizing backward and forward scattering configurations was preliminarily verified through experiments and data processing results. Despite challenges such as weak signals and direct clutter interference affecting its technical maturity, the advanced conceptual technology, with improvements in signal processing and antenna technology, is expected to progress towards practical application.
GNSS-I/MR, as a unique branch of GNSS-R technology, has been applied to the measurement of parameters such as soil moisture, vegetation height. As typical terrestrial entities, the distinction between river water and river bank is an important direction for the application of GNSS reflection signals, and the determination of the river boundary derived from it is the second focus of the discussion in this chapter. The process of determining the river boundary based on the observation output from the ground-based GNSS reflection signal receiver is investigated from a methodological perspective of view, and its feasibility is verified by combining with the actual scenario and simulation analysis.
The L-band has stronger vegetation penetration, which is favorable for the identification of water bodies in vegetation-covered areas, and is an effective complement to optical and microwave remote sensing. In this chapter, water bodies, including the Congo River, the Amazon River, the Nile River, and the East African Rift Valley Lake complexes," are identified using CYGNSS satellite data, which reveals the great potential of the satellite-based GNSS-R technology in the identification of inland water bodies.

[image: Logo: Creative Commons license CC BY-NC-ND]Open Access This chapter is licensed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License (http://​creativecommons.​org/​licenses/​by-nc-nd/​4.​0/​), which permits any noncommercial use, sharing, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if you modified the licensed material. You do not have permission under this license to share adapted material derived from this chapter or parts of it.
The images or other third party material in this chapter are included in the chapter's Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
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